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SHORT-TERM DYNAMICS IN THE CYPRUS STOCK EXCHANGE 

 

ABSTRACT 

 

This paper investigates the short-term dynamics of stock returns in an emerging stock market 

namely, the Cyprus Stock Exchange (CYSE). Stock returns are modeled as conditionally 

heteroskedastic processes with time-dependent serial correlation. The conditional variance 

follows an EGARCH process, while for the conditional mean three nonlinear specifications  are 

tested  namely,  a) the LeBaron (1992) exponential autoregressive model, b)  the positive 

feedback trading model, due to Sentana and Wadhwani (1992) and finally, c) a model that nests 

both (a) and (b). There is an inverse relationship between volatility and autocorrelation 

consistent with the findings from several other stock markets, including the U.S.  This pattern 

could be the manifestation of a certain form of noise trading namely positive feedback trading or, 

momentum trading strategies. There is little evidence that market declines are followed with 

higher volatility than market advances, the so-called “leverage effect”, that has been observed in 

almost all developed stock markets.  In out of sample forecasts, the nonlinear specifications 

provide better results in terms of forecasting both first and second moments of the distribution of 

returns.   

 

Keywords: Cyprus Stock Exchange, positive feedback trading, stock return dynamics, 

EGARCH, GED, Exponential Autoregression, Forecasting.  
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SHORT-TERM DYNAMICS IN THE CYPRUS STOCK EXCHANGE 

 

I. INTRODUCTION 

 A number of studies have examined the stochastic behavior of major national stock 

markets, uncovering several stylized empirical facts: First, the empirical distribution of stock 

returns appears to be excessively leptokurtic vis-a-vis the normal distribution (e.g., Mandelbrot 

1963, Fama 1965, Nelson 1991, and Booth et al. 2000, 1992, among others).  Second, short-term 

stock returns exhibit volatility clustering.  Mandelbrot (1963, p. 418) noted that "large changes tend 

to be followed by large changes, of either sign, and small changes tend to be followed by small 

changes".  This type of behavior has been modeled quite successfully with ARCH-type models (e.g., 

Engle 1982, Bollerslev et al. 1994, Koutmos and Knif 2002, Moschini and Myers 2002, Scruggs and 

Glabanidis 2003 and Zhou 2002, to mention but a few).  Third, changes in stock prices tend to be 

negatively related to changes in volatility (e.g., Black 1976, Christie 1982 and Bekaert and Wu 

2000), i.e., negative returns (lower prices) are followed by greater volatility than positive returns 

(higher prices) of an equal magnitude.  Finally, the first-order autocorrelation of stock index returns 

is negatively related to the level of volatility (e.g., LeBaron 1992, Campbell et al. 1993 and Sentana 

and Wadhwani 1992). 

 Most of the work thus far has focused on developed capital markets with few exceptions (see 

for example, Koutmos 1997). For investors seeking opportunities in emerging markets however, a 

better understanding of the stock return behavior is of great interest.  One such promising market 

that has received no attention (to our knowledge) is the Cyprus Stock Exchange.  Cyprus has a small 

but dynamic economy and its capital markets have grown substantially in recent years.  Moreover, 

Cyprus has recently become a full member of the European Union.  Consequently, a better 
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understanding of its stock market should be of interest to international investors.  More specifically, 

it would be useful to examine whether stylized facts which are present in developed markets, also  

characterize the behavior of the  Cyprus Stock Exchange (CYSE).  During the period 1985-2002 the 

average annual stock return to investors has been approximately 15.7%.  More importantly, returns 

on the CYSE have been found to have low (in some years even negative) correlation with the returns 

of major developed markets, providing opportunities for substantial risk reduction through 

diversification to international investors.1 Thus, understanding the stochastic behavior of the CYSE 

is vital for both international as well as local investors and may point out interesting similarities and 

differences between the CYSE and developed stock markets. Thus far, there has been no empirical 

study that methodically investigates the short-term dynamics of stock returns in the CYSE despite 

the potential importance of this market to investors.  

 The main objective of this paper is to investigate whether the stylized facts found in major 

developed markets are also present in the Cyprus Stock Exchange. Confirmation of such empirical 

findings would be indirect evidence of market integration. Several models are employed in order to 

investigate empirically which one explains better the stochastic behavior of the CYSE.  

As in other developing markets, the CYSE returns are highly leptokurtic. To accommodate 

the high kurtosis observed in the data, the Generalized Error Distribution (GED), which allows for 

deviation from normality (fat tails and peakedness) is used. The GED density function subsumes the 

normal as well as several other density functions as special cases. The conditional standard deviation 

is modeled via an Exponential GARCH (EGARCH). An array of diagnostics, including recently 

proposed variance specification tests by Engle and Ng (1993), are also used to test whether such 

models can explain the  stochastic behavior of the Cyprus stock market returns. 

 3



The CYSE return distribution seems to be closer to the double exponential than to the normal. 

There is a negative relationship between volatility and autocorrelation consistent with the view 

that some traders follow positive feedback trading or, momentum strategies. There is little 

evidence that market declines are followed with higher volatility than market advances, the so-

called “leverage effect”.  In out of sample forecasts, the nonlinear specifications used in this 

paper appear to provide better results in terms of forecasting both first and second moments of 

the return distributions.   

The paper is organized as follows. The next section provides some institutional 

background on the CYSE. Section III discusses the data and presents some preliminary findings. 

Section IV describes the econometric models used in this study. Section V discusses the 

estimation procedure and the empirical findings. Section VI concludes. 

 

II.  A BRIEF DESCRIPTION OF THE CYPRUS STOCK MARKET 

During the period under study, transactions in the Cyprus stock market took place primarily 

through a decentralized network of dealers/brokers in an over-the-counter market.  The absence of a 

formal stock exchange was compensated in part through sponsorship and monitoring of this over-

the-counter market by the Cyprus Chamber of Commerce and Industry (CCCI or KEVE).  CCCI has 

been publishing daily quotations for bid and ask prices supplied by individual brokers, which were 

binding only for a specified minimum block of shares.  Regular, centralized, auction-type meetings 

have been taking place at CCCI´s premises where all the brokers convened to arrive at a single 

market price for traded securities.  (There are no specialists or official market makers.)  Typically 

these market prices set at each centralized meeting served as benchmarks for market price levels 

until the next such meeting.  However, the absence of a continuous, high-volume auction market and 
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of a regulated competitive environment left open the possibility that quoted prices might deviate 

from the underlying fundamental value for many securities. Rumors, manipulations by certain 

traders, overreaction by mainly unsophisticated investors, and a herd-mentality, may have 

exacerbated momentum trading strategies and resulted in positive autocorrelation in stock market 

prices, especially in the earlier period. Despite substantial inefficiencies in the market in the earlier 

period, taking advantage of arbitrage opportunities was limited by relatively high transaction costs 

(commission fees in excess of 1% each way) and limits on short selling. A spot settlement system 

was used. 

Over this period the Cyprus Stock Exchange experienced several significant structural 

changes.  First, there has been a substantial increase in the number of auction-type meetings at 

CCCI´s premises which constituted a market trading “floor”.  This increase in the frequency of 

centralized, auction-type meetings was a definite sign of market progress.  The prices arrived at 

the closing of each meeting were a much better indication of the underlying supply and demand 

than the price quotes published by a number of brokerage firms in the press before December 

1990 when the number of meetings was small. Cyprus improved preferential relationship with 

the European Union after 1990 may also have contributed to a potential structural change around 

this period. 

Parallel to the increase in the frequency of auction-type meetings, the number of 

brokerage firms also increased substantially.  The biggest players were investment branches of 

the major banks and some individual brokers who entered early on. The number of public 

companies also increased significantly, especially between 1985-1991, with the total number of 

public companies reaching 39 in 1994 (up from 13 in 1985).  Thus a more active market for 

securities was developing in the early 1990´s.  A large increase in the daily price variance was 
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observed in the early 1990´s as compared to the late 1980´s, consistent with a substantial 

improvement in market efficiency. 

A law to provide for the development of the securities market in the Republic of Cyprus, 

the establishment and operation of a Cyprus Stock Exchange, the operation of a stock exchange 

Council and other related matters was passed by parliament in 1995. After its formation, the 

Cyprus Stock Exchange council proceeded to formulate and propose a comprehensive set of 

regulations to govern the operation of the formal Cyprus Stock Exchange, which became 

effective in March 1996.  The drafting and passage of an appropriate legal/institutional 

framework (e.g., governing information disclosure, new securities registration, credential 

requirements for brokers, etc.) was deemed crucial for the proper functioning and development 

of the capital market in Cyprus and the efficient allocation of economic resources.  

 

III. DATA AND PRELIMINARY FINDINGS 

The data used in this study consists of daily stock returns from the CYSE. The sample 

begins on January 21, 1985, and ends on November 22, 2002 for a total of 4,080 observations. 

The returns are continuously-compounded and they are based on the closing prices of the Cyprus 

Stock Exchange Index (CYSE), which is a value-weighted market index. 

 Table 1 reports several diagnostic test statistics on the distributional properties of the 

daily return data.  These include the standard deviation (σ = 1.3387), measures for skewness (S = 

1.8517) and excess kurtosis (K = 39.2598), the Kolmogorov-Smirnov D-statistic testing for 

normality, and the Ljung-Box statistic testing for autocorrelation and the returns and the squared 

returns. The Kolmogorov-Smirnov  (D) statistic rejects normality as do measures for skewness 

and excess kurtosis.2 Non-normality may be caused in part by temporal dependencies in the 
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returns, especially second-moment temporal dependencies. The presence of such dependencies is 

tested by means of the Ljung-Box (LB) statistic calculated for ten lags and applied to returns 

(testing for linear or, first moment dependencies) as well as to squared returns (testing for 

nonlinear or, second moment dependencies).  The hypothesis that all autocorrelations up to the 

10th lag are jointly zero is soundly rejected for both the returns and the squared returns.  A 

possible reason for the autocorrelation in the returns is nonsynchronous trading (e.g., Fisher 

1996, Scholes and Williams 1977). Another reason may be time-varying short-term expected 

returns (e.g., Conrad and Kaul 1988, and Fama and French 1988).  Autocorrelation of the 

squared returns provides evidence of time-varying second moments and a justification for the 

subsequent use of  ARCH-type specification for the variance.  

 Even though the LB statistic provides evidence for second-moment time dependencies, it 

cannot be used to test for the empirically observed phenomenon in developed markets of 

asymmetric volatility. To investigate whether the return shocks in the CYSE have an asymmetric 

effect on volatility, we use some diagnostics recently proposed by Engle and Ng (1993). These 

tests are based on the news impact curve implied by the particular ARCH model used. The 

premise is that if the volatility process is correctly specified, then the squared standardized 

residuals should not be predictable on the basis of observed variables. These tests are a) the Sign 

Bias Test, b) the Negative Size Bias Test, c) the Positive Size Bias Test, and d) the Joint Test. 

The first test examines the impact of positive and negative innovations on volatility not predicted 

by the model. The squared residuals are regressed against a constant and a dummy S−
t that takes 

the value of unity if εt−1 is negative and zero otherwise. The test is based on the t-statistic for S−
t. 

The Negative Size Bias Test examines  how well  the  model  captures the impact of large and 

small negative innovations.  It is based  on the  regression of  the standardized residuals  against 
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a constant and S−
t εt−1.  The calculated t-statistic for S−

t εt−1 is used in this test. The Positive Sign 

Bias Test examines possible biases associated with large and small positive innovations. Here, 

the standardized filtered residuals are regressed against a constant and (1−S−
t)εt−1. Again, the t -

statistic for (1− S−
t)εt−1 is used to test for possible biases. Finally, the joint test is an F-test based 

on a regression that includes all three variables, i.e.,  S−
t, S−

t εt−1 and  (1−S−
t)εt−1.  The calculated 

t-statistics as well as the F-statistics based on these regressions are reported in Table 2.   

The results document significant Negative Size Bias, Positive Size Bias and a significant 

joint F-test, suggesting the presence of asymmetries in the conditional variance. Overall, the 

preliminary evidence supports the inclusion of asymmetric components in the volatility 

specification in order to model adequately the stock market volatility of the CYSE. 

 

IV. MODELING SHORT-TERM DYNAMICS 

 This section describes the econometric models used in this study: These models combine the 

EGARCH volatility process with the following specifications for the conditional mean: a) the 

exponential autoregressive model due to LeBaron (1992), b) the positive feedback trading model 

due to Sentana and Wadhwani (1992) and c) a model that nests both (a) and (b). The three models 

are designed to test several hypotheses about the short-term behavior of CYSE daily returns. 

 Let rt be the continuously compounded rate of return. The conditional density of stock 

returns can be described as, 

 

    rt  | It-1 ∼ƒ(μt,σ2
t,ν)                 (1) 
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where, μt, σ2
t and ν are the conditional mean, the conditional variance and a constant scale parameter 

(indicating deviation from normality) respectively. It-1 represents the information set at time t-1. The 

return at time t will be equal to its conditional expectation plus the innovation (error), i.e., 

  

    rt = μt + σt zt              (2) 

 

where, zt = εt/σt  is a zero mean and unit variance variate and εt is the residual or innovation at time t, 

i.e., εt = rt -  μt. The conditional variance of εt  given by  

 

  ln(σ2
t) = α0 + Σp

i=1 αi(|zt-i |- E|zt-i| + δzt-i) + Σq
j=1γjln(σ2

t-j)         (3) 

 

 The conditional variance in (3) follows an Exponential Generalized Autoregressive 

Conditionally Heteroskedastic process of orders p, q (EGARCH[p,q]). In most applications a lag 

structure of p = q = 1 is adequate. With longer time series, however, it is sometimes necessary to 

increase the number of lags. The EGARCH was suggested by Nelson (1991) and has several 

advantages over Bollerslev’s (1986)  linear GARCH model. First, the natural log formulation 

ensures positive variances, thus dispensing with the need for parameter restrictions; and second, 

volatility at time t depends on both the size and the sign of past normalized errors. Equivalently, 

ln(σ2
t) is allowed to respond asymmetrically to positive and negative normalized residuals. 

Depending on the sign of δ in (4), the sign effect may be reinforcing or partially offsetting the size 

effect.3 Existence of the unconditional variance requires that Σq
j=1γj < 1. If this condition holds, then 

the log of the unconditional variance will be given by 
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     ln(σ2) = α0 (1 - Σq
j=1γj)-1           (4) 

 

IV. A.  Exponential Autoregressive Model 

 The exponential autoregressive model assumes that stock returns are related to their past in a 

nonlinear fashion.  The particular functional form suggested by LeBaron (1992) is as follows:  

 

   μt = β0 + β1σ2
t +(ϕ0 + ϕ1 exp{-σ2

t –1})rt-1 .           (5) 

 

The conditional mean, given by equation (5), is an exponential autoregressive process of order one 

(EAR[1]) along with an EGARCH-M effect (captured via parameter β1). The autocorrelation of the 

returns is an exponential functions of the conditional variance. It can be seen from (5) that 

autocorrelation is high during calm periods and low during volatile periods.  When the conditional 

variance tends to infinity, autoregression tends to ϕ0 and when  the conditional variance tends to 

zero, the first-order autoregression tends to ϕ0 + ϕ1. 

 
IV. B. Positive Feedback Trading Model 

The positive feedback-trading model of Sentana and Wadhwani (1992) assumes that 

traders consist of two heterogeneous groups namely, risk averse expected utility maximizers and 

positive feedback traders. The demand for shares by the first group is based on the conditional 

CAPM and it is given by  

    Q1,t = (Et-1(rt)  -  β0)/ β1σ2
t,           (6) 

 

where Q1,t is the fraction of shares demanded at time t, rt is the ex-post return at t, Et-1 is the 
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expectation as of time t -1, β0 is the rate of return on the risk-free asset, σ2
t is the conditional 

variance (risk) at t, and β1 is the coefficient of risk aversion.4 The second group of investors 

follows a positive feedback strategy, i.e., they buy (sell) after price increases (decreases). Thus, 

their demand function is given by 

 

  Q2,t = ρrt-1,          (7) 

 

where, ρ > 0.5 It should be noted that positive feedback trading is not necessarily irrational.  It 

may be a result of certain portfolio insurance strategies and the use of stop-loss orders. Portfolio 

insurance is rational if risk aversion declines rapidly with wealth (e.g., Sentana and Wadhwani 

1992). In equilibrium, all shares must be held, i.e., Q1,t + Q2,t = 1. It follows from (6) and (7)  that 

 

  Et-1(rt) =  β0 + β1σ2
t  - β1ρσ2

t rt-1 .         (8) 

  

The term -β1ρσ2
t in (8) implies that the presence of positive feedback trading will induce 

negative autocorrelation in returns, and the higher the volatility the more negative the 

autocorrelation.  The first group of investors will not necessarily exploit the higher 

autocorrelation, in absolute terms, that is induced by positive feedback trading because the risk is 

higher. Equation (8) can be converted into a regression equation with a stochastic error term by 

setting rt = Et-1(rt) + εt, yielding: 

 

   rt =  β0 + β1σ2
t  + (ϕ0 + ϕ1σ2

t) rt-1 + εt         (9)  

 

 11



where,  -β1 ρ = ϕ1 ,  and ϕ0 has been added to pick up possible constant autocorrelation. The 

presence of positive feedback trading would imply that φ1 is negative and statistically 

significant.  

 

IV. C. Nested Models     

 The conditional mean specification can be expanded to nest both the LeBaron and the 

positive feedback trading models, as follows: 

 

   rt = β0 + β1σ2
t + (ϕ0 + ϕ1σ2

t + ϕ2exp{-σ2
t })rt-1 + εt                   (10)  

 

This model implies that as volatility approaches zero return autocorrelation approaches ϕ0 + ϕ2 

whereas, for high volatility values the autocorrelation becomes ϕ0 + ϕ1σ2
t .  If, ϕ2 = 0 and  ϕ1 < 0 

then it can be concluded that positive feedback trading is driving the time-varying autocorrelation.6  

  

V. ESTIMATION AND EMPIRICAL FINDINGS 

 Estimation of the models outlined above requires that the functional form of the conditional 

density function ƒ(μt, σ2
t, ν) be specified. In most applications the normal density function is used. 

However, the normalized residuals obtained from ARCH-type models that assume normality appear 

to be leptokurtic, thereby rendering standard t-tests unreliable. To deal with this problem, 

distributions that allow for fatter tails such as the student's t or  the Generalized Error Distribution 

(GED) can be used instead. In this paper we employ the GED distribution7.  Estimates of the 

parameters are obtained by maximizing the log-likelihood function over the sample period8.  Given 

that the log-likelihood function is highly nonlinear in the parameters, numerical maximization 
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techniques are used to obtain estimates of the parameter vector. The method of estimation used is 

based on the Berndt, Hall, Hall, and Hausman (1974) algorithm9.  

 Table 3, reports the maximum likelihood estimates for the three models using daily returns.  

Likelihood ratio tests suggest that the optimal lag structure for the volatility process is p = 1, q = 1. 

The focus of this investigation is the possible interaction between volatility and autocorrelation.  The 

constant part of the autocorrelation, ϕ0, is positive and significant across all models. Focusing on the 

LeBaron model, it can be seen that the coefficient ϕ1 that links autocorrelation to volatility is 

positive and statistically significant. Thus, stock returns in the Cyprus Stock Exchange appear to be 

linked to their past history in a nonlinear fashion meaning that past returns as well as past volatilities 

can be used to improve one-step ahead forecasts.  Specifically, during periods of high (low) 

volatility the magnitude of the autocorrelation is low (high).  In this respect our findings agree with 

LeBaron's evidence for the U.S. stock market.  The estimated parameters suggest that during low 

volatility periods the first-order autocorrelation approaches 0.2160 (i.e., ϕ0 + ϕ1).  During high 

volatility periods, autocorrelation approaches 0.1195. Thus, there is an inverse relationship between 

the absolute of the autocorrelation and the level of volatility. 

 The coefficients describing the conditional variance process, α0,  α1, and γ1, are highly 

significant, while δ is marginally significant (at the 10% level). The results for the volatility 

parameters are similar across all three models suggesting that the conditional variance is not 

affected significantly by the particular specification used for the conditional mean. Thus, in all 

instances current volatility is a function of the magnitude of last period’s standardized innovation 

and last period’s volatility. The autoregressive nature of volatility is important in situations where 

forecasts of future volatility are needed.10
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 Turning to the positive feedback trading model (Table 3, column 2) it can be seen that the  

parameter of interest that is governing the autocorrelation of returns, i.e., ϕ1 is negative, as 

predicted by the model and statistically significant. As pointed out earlier, nonsynchronous 

trading and/or time variation in ex-ante returns can cause positive autocorrelation in ex-post 

returns, at least in high frequency data. Positive feedback trading, on the other hand, causes 

negative autocorrelation that rises, in absolute terms, with the level of volatility.  The implication 

is that positive feedback trading is an important determinant of short-term movements in the 

CYSE, in line with the findings of Sentana and Wadhwani (1992) for the U.S. stock market.  

Thus, it appears that certain aspects of stock return dynamics are similar across national stock 

markets irrespective of size or stage of development.  This should not be surprising, given the 

growing interdependence of stock markets around the world.  The greater predictability 

(negative autocorrelation) that is induced by feedback traders may not necessarily produce 

arbitrage opportunities for rational risk- averse investors because volatility also rises.  This is 

extremely important if risk averse investors have short holding horizons and are concerned about 

liquidating mispriced assets.  The extent of potential mispricing is likely to increase during 

periods of higher volatility because during those periods positive feedback traders have a greater 

influence on prices. Comparing the LeBaron  model and  the feedback model it appears that the 

latter provides a slightly better fit  judging by the higher value of the likelihood function. Since 

the models are not nested however, we cannot say with a high degree of certainty which model is 

better.  This question can be addressed by examining the results of the model that nests both the 

LeBaron and the feedback models, reported in Table 3, column 3.  Interestingly, the feedback 

parameter ϕ1 is negative and statistically significant, as predicted by the model, whereas, the 

LeBaron parameter ϕ2 while having the right sign, is in fact statistically insignificant.  The clear 
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implication from this finding is that the inverse relation between volatility and autocorrelation is 

due to positive feedback trading pursued by some investors in the market. 

 It is typical for stock returns, especially from emerging markets, to exhibit substantial 

unconditional kurtosis.  The unconditional kurtosis in Table 1 is 39.2598. The kurtosis measures of 

the standardized residuals obtained from the three models are 16.0324, 16.16340 and 16.3198 

respectively.  This implies that successful modeling of nonlinearities in the conditional mean and the 

conditional variance can go a long way toward reducing kurtosis, in this case an approximate 60% 

reduction.  For all three models, the estimated parameter ν is well below 2, indicating substantial 

deviation from normality. Conventional t-tests reject the hypothesis that ν = 2. This confirms the 

earlier assertion, that departures from normality observed in the raw return series cannot be entirely 

attributed to nonlinearities in the  first- and second-moments.  

 The validity of these empirical findings, of course, depends on the correct specification of 

the model.  A minimum requirement is that the standardized residuals are zero-mean, unit-variance 

i.i.d. processes.  As can be seen from Table 3, the means and variances of the standardized residuals 

have zero mean and unit variance.  The estimated Ljung-Box statistics for five and ten lags reject the 

hypothesis of nonlinear dependence in the squared normalized residuals. Thus, all three models 

appears to be successful in terms of describing linear and nonlinear dependencies in the returns.  

 As mentioned earlier, correct specification of the conditional variance is extremely important 

when the latter enters the conditional mean equation. Diagnostics, such as the LB statistics for the 

squared normalized residuals, are useful in terms of detecting any remaining nonlinear structure. 

However, they are not designed to test how well the model captures the asymmetry in the 

conditional variance, or the impact of the magnitude of positive and negative innovations on 

volatility. Results of these tests are reported in Table 4. The t-statistics for the  Sign Bias Test are 

 15



significant in all three cases. However, the remaining individual tests and the F-test fail to reject the 

hypothesis that the normalized estimated residuals are i.i.d. Thus we conclude that all three models 

are well specified. 

 It is quite common however, to have well-specified models that do very poorly in out of 

sample forecasting. To test the forecasting performance of the three models we perform one-step 

ahead out-of-sample forecasting of the conditional mean and the conditional variance. Specifically, 

we use the first 2,000 observations to estimate the three models as well as benchmark models.   For 

the conditional mean, the benchmark or, null model is a simple autoregressive process of order one 

with constant variance (i.e. AR1). In other words returns are assumed to follow the process given by:  

rt = a + b rt-1 + et. For the conditional variance estimation the benchmark model is the Exponentially-

Weighted-Moving-Average (EWMA) used by J.P. Morgan which assumes that the conditional 

variance follows the process given by: σ2
t = (1-λ)r2

t-1 + λσ2
t-1.  The AR1 parameters along with 

parameter λ in the EWMA model are estimated using maximum likelihood.11 Subsequently the 

models are updated by adding one more observation until the hold-out-sample of 2,080 is depleted. 

The one step ahead forecast is retained in each step and a forecast metric based on the Root-Mean-

Square-Error (RMSE) is estimated.  The results for the three models as well as the benchmark model 

are reported in Table 5.  First, in terms of the conditional mean, the RMSE produced by the three 

nonlinear models is smaller than the RMSE produced by the benchmark model. On average, 

forecasting performance can be improved by 7% over and above the simple AR(1) model with 

EWMA variances. In this respect, a test statistic for forecasting accuracy due to Diebold and 

Mariano (1995) confirms that the three models outperform that benchmark model. The relevant 

estimated statistics are 2.7202, 2.1854 and 2.1732 respectively.12 In large samples this statistic 

follows standard normal distribution. In terms of the conditional variance the results are similar in 
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the sense that the RMSE is smaller for the three models compared to the EWMA. In terms of 

forecasting improvement however, the gains for the variance are smaller, approximately 2.5%. 

Indeed, the same test fails to confirm significant improvements in the forecasting ability of the three 

models versus the benchmark. In should be noted though that the EWMA model is a very 

sophisticated model capable of capturing time varying variances. In fact the EWMA is a 

GARCH(1,1) one model with zero intercept and infinite persistence.  

 Overall, the nonlinear models used in this paper are capable of describing the dynamics of 

stock returns quite satisfactorily.  Moreover, by nesting the LeBaron and the feedback model we 

were able to determine that the inverse relationship between volatility and autocorrelation is due to 

positive feedback trading followed by some traders. 

  

VI.      SUMMARY AND CONCLUSIONS 

 This paper has examined the short-term return dynamics, in particular the interaction 

between volatility and autocorrelation in index stock returns in the Cyprus Stock Market. The 

empirical evidence shows that first-order autocorrelation is linked to the conditional variance in a 

nonlinear fashion. Specifically, periods of high (low) volatility are associated with low (high) 

autocorrelations. Nonsynchronous trading or time variation in expected returns cannot be the cause 

of this phenomenon, because typically they give rise to linear, time-invariant autocorrelation.  

Nested hypothesis testing reveals that the inverse relationship between volatility and autocorrelation 

can be attributed to positive feedback trading strategies. The impact of feedback trading is to 

produce negative first order autocorrelation in stock returns, which becomes more negative as 

the level of volatility rises.  
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 Stock returns are highly leptokurtic. The Generalized Error Distribution (GED) with 

endogenously estimated degrees of freedom captures the excess leptokurtosis in the standardized 

residuals quite satisfactorily. An extensive array of specification tests as well as out-of-sample 

forecasting, show that the tested models explain nonlinearities in the first and second moments 

quite well.
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ENDNOTES 

 
1.  At the same time, this emerging market is not yet as liquid and efficient as other developed 
markets, with prices potentially influenced by feedback trading strategies, a “herd” mentality or 
rumors. 

 
2.  All hypotheses testing in this paper is done at the 5% level for simplicity and uniformity. 

 
3.  A negative δ is consistent with the so-called "leverage hypothesis," whereby negative returns 
increase the debt/equity ratio.  As a result, negative returns are followed by higher volatility than 
positive returns of an equal size (see also Nelson 1991).  

 
4.  If all investors had the same demand function given by (6), then in equilibrium   Et-1(rt) - 
β0  = β1σ2

t, which is the dynamic Capital Asset Pricing Model proposed by Merton (1973). 
 

5.  If  ρ < 0 there would be negative feedback trading. 
 
6.  It should be noted that it is the interaction of risk-averse utility maximizers and  positive-
feedback traders that produces negative autocorrelation that rises in magnitude as volatility rises.  
Negative feedback trading would produce positive time-varying autocorrelation instead.  
However, if all investors followed positive-feedback trading strategies then returns would 
exhibit positive autocorrelation. 
 
7. The density function of the GED is given by  
 
ƒ(μt, σt, ν) = ν/2 [Γ(3/ν)]1/2[Γ(1/ ν )]-3/2(1/σt)exp{-[Γ(3/ ν )/Γ(1/ ν)] ν/2⏐εt/σt⏐ν} 
 
where Γ(.) is the gamma function, and ν is a scale parameter capturing the degree of deviation 
from normality (fat tails or excess kurtosis) to be estimated endogenously. This parameter 
controls the shape of the distribution allowing the GED to nest several other densities. For 
example, if   ν = 2,  ƒ(.) yields the normal distribution, while for ν = 1 it yields the Laplace or, 
double exponential distribution (see also Nelson 1991). 
 

 8.  The sample log-likelihood can be expressed as follows: L(Θ) = ΣT
t=1log f(μt, σ2

τ,ν). 

9.  Several sets of initial values were used to ensure that the final estimates are robust to the 
choice of initial values. 

 
10.  This is obviously true for the evaluation of derivative securities, such as options and options 
on futures, where ex-ante volatility measures are critical inputs. 
 
11.  The choice of the AR1 specification for the benchmark model is based on the need to have 
nested models so that meaningful statistical inferences can be applied. For example, with 
suitable parameter restrictions the three models used for the conditional mean can be reduced to 
the AR1 model. Likewise, the choice of the EWMA specification for the benchmark conditional 
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variance was made due to the popularity and wide use of the model as well as it being nested 
within the GARCH(1,1). It should be noted that the results were almost identical when the 
GARCH(1,1) model was used. 
 
12. The version of the Diebold-Mariano test used here is the sign test based on the residuals 
obtained from the null (i.e., benchmark) and the alternative models. 
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Table 1. Diagnostic Checks and Descriptive Statistics on CYSE Returns 

 

Mean  (μ)    0.0404 

Standard Deviation (σ)    1.3387 

Skewness (S)    1.8517* 

Kurtosis (K)  39.2598* 

Kolmogorov-Smirnov (D)    0.1141* 

LB(10) 260.8222* 

LB2(10) 378.5154* 

 

Notes: (*) denotes statistical significance at the 5% level (at least).  The sample period for 
the daily CYSE stock return series extends from January 21, 1985 to November 22, 2002 for a 
total of  4,080 observations. μ, σ, S, and K are the sample estimated mean, standard deviation, 
skewness and excess kurtosis, respectively. KS D-stat  is the Kolmogorov-Smirnov statistic 
testing for normality. Its sample critical value at the 5% level is 1.36/√n, where n is the sample 
size. LB(10) and LB2(10) are the Ljung-Box χ2 statistics for 10 lags, calculated for returns and 
squared returns, respectively. The null hypothesis is that all autocorrelations up the 10th  lag are 
jointly zero. 
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Table 2. Volatility Specification Tests for Filtered Returns  

Sign Bias (t-tests) -0.7034  

Negative Size Bias (t-tests)       -8.2620*  

Positive Size Bias (t-tests) 12.0202*  

Joint Test F(3,4072) 87.7218*  

 
Notes: (*) denotes statistical significance at the 5% level (at least). This table reports some 
recent tests proposed by Engle and Ng (1993). These tests are specified as follows: 
 
Sign Bias:    z2

t = a + b S−
t + et       (i) 

Negative Sign Bias:   z2
t= a + b S−

t ε t-1+ et       (ii) 

Positive Sign Bias:   z2
t  = a + b (1 − S−

t) ε t-1 + et      (iii) 

Joint Test:   z2
t = a + b1  S−

t + b2  S−
t ε t-1 + b3 (1 − S−

 t) ε t-1 + et   (iv) 

 
where S−

t is a dummy variable that takes the value of unity if εt−1 is negative, and zero otherwise. 
All t-statistics refer to the coefficient b in regressions (i), (ii), and (iii),  while the joint test 
F(3,4072) is referring to regression (iv).   zt = εt/σt.  The normalized residuals are based on an 
AR1 model applied to returns. 
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Table 3. Maximum Likelihood Estimates of Three Volatility Model Specifications 
 

 LeBaron Model Feedback Model Nested Model

 β0 0.0091 
(2.069)* 

0.0088 
(2.011)* 

0.0098 
(2.222)* 

 
β1 -0.0060 

(-0.800) 
-0.0015 

(-0.212)* 
-0.0026 
(-0.342) 

 
ϕ0 0.1195 

(6.348)* 
0.1869 

(14.515)* 
0.1557 

(6.977)* 
 

ϕ1 0.0965 
(2.882)* 

-0.0050 
(-2.448)* 

-0.0032 
(-2.202)* 

 
ϕ2  

 
 0.0472 

(1.276) 
 

α0 -0.0070 
(-1.525) 

-0.0068 
(-1.495) 

-0.0071 
(-1.566) 

 
α1 0.03281 

(15.717)* 
0.3228 

(15.543)* 
0.3241 

(15.725)* 
 

γ 0.9853 
(380.250)* 

0.9858 
(383.265)* 

0.9858 
(385.449)* 

 
δ -0.0661 

(-1.878) 
-0.0674 
(-1.919) 

-0.0683 
(-1.955)* 

 
ν 0.9080 

(46.202)* 
0.9074 

(46.235)* 
0.9122 

(46.563)* 
 

Log L -4206.22 
 

-4203.92 
 

-4203.49 

Kurtosis (K) 16.0324* 16.1634* 16.3198* 

E(zt) 0.0608 
 

0.0584 
 

0.0584 
 

E(z2
t) 1.0772 

 
1.0783 

 
1.0783 

 
LB2(5) 2.2744 

 
2.3048 

 
2.3048 

 
LB2(10) 5.3369 

 
5.2326 

 
5.2326 

 
 
Notes: (*) denotes significance at the 5% level (at least). Numbers in parentheses are the t-
statistics. zt is the model normalized residual. LB2(n) is the Ljung-Box statistics for z2

t, using 5 and 
10 lags respectively. See also Table 1 notes.  
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Table 4. Volatility Specification Tests for Normalized Residuals 
 

 LeBaron Model Feedback Model Nested Model
    

Sign Bias (t-test) -2.0384* 
 

-2.0426* 
 

-2.0557* 
 

Negative Size Bias (t-test)  0.0322 
 

0.0686 
 

0.0747 
 

Positive Size Bias (t-test) 1.0148 
 

1.0175 
 

0.9954 
 

Joint Test (F-test) 1.7112 
 

1.6979 
 

1.7067 
 

 
Notes: (*) denotes statistical significance at the 5% level (at least).  The tests are applied 

to the estimated normalized residuals from the three models.  See also Table 2 notes.  
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Table 5. Out of Sample Forecasting 
 

 Benchmark 
Model* 

LeBaron 
 Model 

Feedback  
Model 

Nested 
Model 

First Moment 
RMSE 
 
 

1.4187 1.3181 1.3187 1.3188 

Second Moment 
RMSE 
 
 

11.0890 10.8041 10.7792 10.7717 

 
Notes:   * The benchmark model used for first-moment (mean) forecasting is based on a 

linear  AR(1) model applied to returns. The benchmark model used for second-moment 
(volatility) forecasting is based on the Exponentially Weighted Moving Average (EWMA) used 
by JP Morgan. RMSE is the Root Mean Square Error based on the one-step ahead forecast 
errors. 
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