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Classified JPEG Coding of Mixed Document Images for
Printing

Marcia G. Ramos and Ricardo L. de Queiroz

Abstract—This paper presents a modified JPEG coder that is applied
to the compression of mixed documents (containing text, natural images,
and graphics) for printing purposes. The modified JPEG coder proposed
in this paper takes advantage of the distinct perceptually significant regions
in these documents to achieve higher perceptual quality than the standard
JPEG coder. The region-adaptivity is performed viaclassified thresholding
being totally compliant with the baseline standard. A computationally effi-
cient classification algorithm is presented, and the improved performance
of the classified JPEG coder is verified.

I. INTRODUCTION

Digital documents have become commonplace in today’s printing
systems. Color documents have mixed contents and may contain
text, graphics, and pictorial data so that scanned or rendered rasters
of those documents are commonly represented as continuous-tone
images. The digital representation of those images often require a
large amount of data. For example, an 8-bit image for an 8.5 in
× 11 in full-color page at a resolution of 600 pixels-per-inch (ppi)
would demand around 30 megabytes per color channel. In this
example, storage of a large document (e.g., hundreds of pages)
or processing at high speed (e.g., 100 pages/min) are prohibitive
without some form of data compression. Generally, document com-
pression is advantageous for commercial and domestic printing
systems. However, the compression scheme not only has to be
fast enough to match the large data amount and processing speed,
but it also has to provide visually lossless compressed documents
for guaranteed quality.

The most popular compression scheme for printing systems is the
JPEG baseline standard, or JPEG for short [1]. JPEG requires little
buffering and can be efficiently implemented so that existing imple-
mentations of JPEG are able to provide the required processing speed
for most cases. However, image quality has to be maintained at the cost
of low compression. The main problem with this approach to vary com-
pression ratios lies in the fact that all the regions in the mixed document
are treated equally by JPEG. Compression artifacts are more easily per-
ceived around the text regions of the document than in smooth or tex-
tured areas, and this has to do with our ability to recognize object shapes
[2].

By using a region-adaptive approach to the compression of mixed
documents, the performance of the JPEG coder can be significantly im-
proved. Region-adaptive compression within the JPEG framework can
be achieved by means of blockwise adaptive quantization. Within the
JPEG baseline system, there is no specification for varying the quanti-
zation on a block-by-block basis. Recently, an extension to the JPEG
standard (JPEG-3) has been drafted to support variable quantization
through the use of multiple scaling factors that are encoded as part
of the bit stream [3]. The specification of the scaling factors is not a
part of the standard and they are chosen according to each user and
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Fig. 1. Illustration of RD curve improvement by thresholding.

application. Depending on the number of scaling factors adopted and
how often they change from block to block, a considerable number of
extra bits may be necessary to code the scaling factor information. A
JPEG-3 compliant coder is presented in [4], wherein the quantization
scaling factor is adjusted for the text and image blocks (only two doc-
ument regions are used). Blockwise distortion adaptivity in JPEG can
also be conceived through the use of multiple quantizer tables [5]–[7],
which are switched on a block-by-block basis. Of course, the resulting
bit streams resulting from those methods are not compatible with the
JPEG baseline standard.

Apart from adaptive quantization, thresholding techniques [8] can
achieve blockwise adaptation within JPEG. In that, less relevant coef-
ficients in a rate-distortion (RD) sense are simply discarded (thresh-
olded) from a block, and the RD analysis can be made globally [8] or
locally [9]. Also, in a non-RD-based framework, perceptual models can
be used for discarding DCT coefficients which are visually less impor-
tant [10].

Here, the image is segmented into text and nontext regions, and the
nontext regions are further classified into edge, smooth, and detailed
regions according to recommendations from various psychophysical
studies [2], [11], [12]. The studies suggest that higher perceptual im-
portance should be given to the text and edge regions, followed by
the smooth and detailed regions. The goal is to devise a JPEG base-
line compliant coder whose RD characteristics are guided by the psy-
chophysical classification process.

II. CLASSIFIED THRESHOLDING IN JPEG

A. Thresholding

The proposed algorithm is based on thethresholding technique
which in this context sets to zero some AC DCT coefficients in
JPEG based on RD characteristics [8]. The performance improvement
provided by thresholding is illustrated in Fig. 1. Given a method
to select quantizer tables in JPEG, let the coder performance (rate
versus distortion or RD curve) be depicted in curve I. Thresholding
provides short gains by deleting few coefficients in a manner that is
more efficient than increasing the quantizer steps in JPEG. In Fig. 1,
from the starting points in curve I (marked by squares), by selectively
setting some AC coefficients we reduce both rate and PSNR. The RD
locus follows the dashed curves, where the rate-by-PSNR trade-off
is large at first before decaying drastically. For example, starting
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Fig. 2. Classified thresholding encoder block diagram.

TABLE I
HVS-BASED WEIGHTS FOR THE 8 � 8

DCT COEFFICIENTSCHOSEN FOR THENONEDGEPERCEPTUALREGIONS.
FOR EDGE REGIONSALL WEIGHTS ARE 1000�, WHERE� CONTROLS

THE DISTORTION TOEDGE (TEXT) REGIONS

from point A one can obtain point A0, using thresholding, which
has a large PSNR than point A00, which is obtained by changing the
quantizer table until matching the rate of A0 (matching points are
marked by triangles). Thus, there is a short interval wherein there
are gains in thresholding. If one can fine tune thresholding in a way
that it would always work near its best performance (points marked
by circles), the equivalent RD curve would be curve II, which shows
a small but consistent gain in performance. The backdraw of the
general thresholding method is that it may require buffering the image
and several passes in each block to find the optimal operating point,
however it typically increases the PSNR by about 1.0 dB. We employ
a simplifying variant [9] in which we analyze each nonzero quantized
AC coefficient independently. The method in [9] improves speed and
reduces memory buffering compared to [8]. It does not require more
memory than regular JPEG and the computational overhead is less
than 10%, while providing a typical improvement in PSNR around
0.6–0.7 dB (for a constant MSE distortion measure).

B. Adaptive Distortion

In general, for RD optimized transform coding, the signal is divided
into unitsxi, each contributing to the overall bit-rateR by Ri bits,
i.e.,R= i Ri. Distortion is some function of the quantization error
x̂i � xi, wherex̂i is the reconstructed unit. The global distortion is
given by

D= f(fx̂i �xi; 8 ig) e.g.,=
i

(x̂i �xi)
2

: (1)

By using a well-behaved distortion function such as MSE, any pro-
cessing can be accounted in the RD balance by minimizing a cost func-
tionJ which combines rate and distortion through a Lagrangian multi-
plier [8]: J =R+�D. We do not challenge the optimization principle,

(a)

(b)

Fig. 3. (a) Wine image and (b) its classification map (white= smooth, black
= edge/text, gray= detailed).

rather we aim to improve the subjective coder performance by defining
a space varying meaning for distortion as opposed to adapting the al-
gorithm, i.e.

D=
i

fi(x̂i �xi) e.g.,=
i

(x̂i �xi)
2
ui (2)

whereui is a distortion weighting factor specific for theith unit. This
algorithm clearly demandsa priori classification of the signal in order
to identify units and assign proper weights. In JPEG and similar trans-
form coders, the block with pixelsx(m; n; i; j), i.e., position(i; j)
within block(m; n), is transformed into blocky(m; n; i; j) through
an orthonormal transformation. Hence, the example above becomes

D=
i; j; m;n

(ŷ(m; n; i; j)� y(m; n; i; j))2

� u(m; n; i; j): (3)

In conventional human visual system (HVS) weighted error measures,
u(m; n; i; j) = w(i; j), i.e., a fixed frequency-based weighting
system is used [13]. Ifw(p; i; j) is a weighting matrix whose entries
are function of block(m; n), i.e.,p = g(x(m; n)), for someg, then
weighting can be made block adaptive. The HVS response is not com-
pletely understood and cannot be easily modeled. Thus, we decided
to classify the image blocks into a discrete number of representative
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(a)

(b)

Fig. 4. Nonedge areas and their halftones (clustering and error diffusion). (a) JPEG compressed without using CT. (b) Overblurred by using CT. Although the
continuous tone images are very different, the corresponding halftones are very similar.

classes and devise HVS weightswk(i; j) for each of the classes so
that

x(m; n) 2 classC! u(m; n; i; j) =wC(i; j) (4)

i.e., distortion is measured as block-classified perceptually weighted
MSE.

C. Classified Thresholding

In this paper, we incorporate perceptual classification into the thresh-
olding decision. The goal of this perceptual weighting is to guarantee
that most of the high frequency coefficients to be thresholded are from
smooth and detailed blocks, while preserving the text and edge regions
of the image. As in [9], for each nonzero AC coefficient in a given
block, a cost-benefit ratio is computed where the cost is defined as the
number of bits required to encode the coefficient and the benefit is de-
fined as the decrease in distortion achieved when the coefficient is kept.
The cost/benefit ratio is then compared to a threshold to decide whether
or not the coefficient will be discarded.

First, the image pixels in the block undergo a fast block classification
algorithm to determine to which of the predetermined classes the input
block belongs. Without loss of generality, let us assume it belongs to
classK. The block is then transformed using the DCT and quantized. In
JPEG, quantized DCT coefficients of a block are mapped into a vector
zz(n) by scanning the block in a zigzag path. For a nonzero quantized
coefficient zz(n), assume the next nonzero quantized coefficient in
the vector order iszz(l) at indexl. Without getting into the details of
the JPEG variable length coding algorithm [1], it suffices to say that a
nonzero samplezz(i) produces two bit quantities: 1)b bits are used to
encode a composite symbol, where this symbol tells the decoder how
many zero samples are there beforezz(n) (and after the last nonzero

coefficient in the path) and also provides information on the magnitude
of zz(i) and 2)SSSS bits are used to encode the sign ofzz(n) and
the remaining information relative to its magnitude. Letb = b1 and
SSSS = SSSS1 for zz(n) andb = b2 andSSSS = SSSS2 for
zz(l). If zz(n) is discarded, the run of zeroes beforezz(l) increases
and it then spendsb3 + SSSS2 bits to be encoded. The costR(n)
of keeping the coefficient is then the cost of sendingzz(n) andzz(l)
minus the cost of sendingzz(l) if zz(n) = 0, that is

R(njzz(n) 6= 0) =b1+ b2� b3+SSSS1: (5)

The benefit achieved with keeping the coefficient is then the de-
crease in distortion given by the information conveyed inzz(n). Let
the original nonquantized coefficient bed(n), the quantizer step size
be q(n), and the perceptual weight associated with that coefficient
bewK(n), whereK is the class associated with the block. The dis-
tortion resulting from quantizing and keeping the coefficient is then
jd(n)�zz(n)q(n)j2wK(n), while the distortion resulting from thresh-
olding the coefficient is simplyjd(n)j2wK(n). The decrease in distor-
tion given by keepingzz(n) is then

D(njzz(n) 6= 0) =wK(n)zz(n)q(n)(2d(n)� zz(n)q(n)):

(6)

Finally, the cost-benefit, i.e., RD ratio is given by

�(n) =
b1+ b2� b3+SSSS1

wK(n)zz(n)q(n)(2d(n)� zz(n)q(n))
: (7)
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(a)

(b)

Fig. 5. Zoom of halftones of original and reconstructed images: (a) edge
regions and (b) mixed regions. In each, the left image is the halftone of the
original image, the center corresponds to using CT the right one corresponds
to JPEG without CT.

�(n) is compared to a threshold� andzz(n) is set to zero whenever
�(n)> �. The threshold can be found experimentally (e.g., trained) or
by using bisection. A block diagram of the encoder is shown in Fig. 2
and the technique is referred to here as classified thresholding (CT).

III. PERCEPTUALCLASSIFICATION

We assume the image blocks are to be classified into edge, smooth,
or detailed blocks. Any classification algorithm can be employed, nev-
ertheless we developed our own fast algorithm which was shown to

be more efficient than other more sophisticated methods [14]. The al-
gorithm classifies blocks through a simple analysis of the luminance
difference values inside a block. Letx(i; j) (0 � (i; j) � 7) be the
pixels in an 8 × 8 block and letx0(k; l) (0� (k; l)� 3) be the pixels
in a 4 × 4 block found by subsampling the 8 × 8 block through aver-
aging of 2 × 2 neighboring pixels. The activity measures computed are
the maximum differences among neighboring pixels in a block

�1 = maxfjx(i; j)�x(i� 1; j)j; jx(i; j)�x(i; j�1)jg

for 1� (i; j)� 7 (8)

�2 = maxfjx0(k; l)�x
0(k� 1; l)j; jx0(k; l)�x

0(k; l�1)jg

for 1� (k; l)� 3: (9)

Two thresholdsTlo andThi (Thi > Tlo) are required for classification
so that

�1 > Thi !edge block

�1 < Tlo and�2 < Tlo ! smooth block

else!detailed block:

Note that computation can be greatly simplified if the algorithm is
bypassed when a pixel difference is found larger thanThi while com-
puting�1. Also, if �1 � Tlo, it is not necessary to computex0(i; j) or
�2. Experimentally, the thresholdsTlo = 30andThi = 60achieved
good results for a wide range of mixed documents. These thresholds,
however, are not absolute and the user may select them as desired ac-
cording to the image and application. The user may also choose to use
a two-way classification into purely text and nontext blocks, in which
case strong image edges belonging to nontext regions are given a lower
priority than the text regions.

IV. COMPRESSIONRESULTS

The weights used to threshold the DCT coefficients were found
by calculating DCT-domain energy of a linear HVS transfer func-
tion assuming maximum viewing frequency of 56 and 28 cycles/de-
gree for smooth and detailed regions, respectively. The weights
used are shown in Table I and can be changed depending on the
application. For edges, uniform weighting was used with�= 2.

A monochrome test image “wine” of 512 × 512 pixels (8
bits/pel) is shown along with its segmentation map in Fig. 3. This
image was compressed with JPEG at 1.11 bpp using default quan-
tizer tables, with and without CT. The image compressed without
CT yielded a PSNR of 35.69 dB, while using CT caused the PSNR
to drop by 4 dB. The drop in PSNR is irrelevant since it reflects
the distortion measure in (1), while we are interested in the one
in (3) and (4). The idea behind CT is to overblur the nonedge
areas while saving bits to spend in the edge areas. Starting from
a modestly compressed image, CT decreases PSNR for nonedge
areas. Compared to not using CT at the same compression ratio,
PSNR is slightly superior in text areas and substantially inferior
otherwise. Overblurring is not a large problem if one wants to
halftone the image, as shown in Fig. 4 since most of the de-
tails are lost in the halftoning process. However, ringing on text
areas are shown as annoying sparse dots around letters. Enlarged
portions of the halftoned reconstructed images are shown in Fig.
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5 for � = 0:01.1 Note that by using CT ringing around text is
diminished while the details lost in textured areas are not cap-
tured by the halftoning process. In other words, after halftoning,
the image compressed using CT is superior in all aspects. This is
so because the adaptive distortion measure (weights) intentionally
took into account masking properties. So, overblurring smooth or
detailed regions was not as penalized as blurring text areas. Sim-
ilar results were obtained for other mixed images as well. Overall,
the method’s compression improvement depends largely on image
contents. The process of matching the visual quality between two
images for a compression ratio comparison is imprecise to say
the least. Nevertheless, for images with edge-texture mixtures sim-
ilar to that of the example image, typical rate savings are in the
order of 10% to 40%. Furthermore, parameter adjustment needs to
be tied to imaging process and viewing conditions. However, the
method seems to provide a performance improvement for most
cases.

V. CONCLUSIONS

This paper presented a new method to incorporate an adaptive dis-
tortion measure to a baseline-compliant JPEG coder. The adaptation
was possible by adapting HVS weights for an RD-optimized thresh-
olding technique with the guidance of a space-domain block classifi-
cation technique. The perceptual classification was performed using
a pixel-based classification algorithm which was shown to be visu-
ally accurate. The goal of our approach is to allow perceptually-adap-
tive baseline JPEG compression in order to preserve the visual quality
of the most significant regions in a mixed document. The concept of
thresholding with adaptive distortion measure can also be used in other
coders, e.g., JPEG 2000.
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Fast and High Performance Image Subsampling Using
Feedforward Neural Networks

Adriana Dumitras¸ and Faouzi Kossentini

Abstract—We introduce a fast and high-performance image subsam-
pling method using feedforward artificial neural networks (FANN’s). Our
method employs a pattern matching technique to extract local edge infor-
mation within the image, in order to select the FANN desired output values
during the supervised training stage. Subjective and objective evaluations
of experimental results using still images and video frames show that our
method, while less computationally intensive, outperforms the standard
lowpass filtering and subsampling method.

Index Terms—Feedforward neural network, pattern matching, subsam-
pling, training algorithm.

I. INTRODUCTION

Image subsampling is important in many applications, such as lossy
compression [1], [2], sub-band and pyramidal image decomposition
[3], sampling structure conversions of the video signal in digital televi-
sion [4], [5], and video motion estimation and compensation by hierar-
chical search methods [2]. Most of the existing subsampling methods
are based on pixel neighborhood operations, such as the computation
of a statistical measure of the local intensity values (e.g., the mean)
within each image block. The reduced images may contain significant
distortion, which can be eliminated by applying post-processing tech-
niques [6]. However, the associated processing cost is often quite high.
Moreover, although the image may be modeled as a bandlimited signal,
image conditioning, which commonly involves lowpass filtering, is
usually performed before subsampling [7], [8]. Of course, much of high
frequency information is consequently lost. To reduce the distortion in-
troduced by averaging and to minimize the information loss introduced
by lowpass filtering, we here employ feedforward artificial neural net-
works (FANN’s). Such networks can perform high speed parallel pro-
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