
P H Y S I C A L R E V I E W L E T T E R S week ending
9 JULY 2004VOLUME 93, NUMBER 2
Movable Aperture Lensless Transmission Microscopy: A Novel Phase Retrieval Algorithm
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We propose an iterative phase retrieval method that uses a series of diffraction patterns, measured
only in intensity, to solve for both amplitude and phase of the image wave function over a wide field of
view and at wavelength-limited resolution. The new technique requires an aperture that is scanned to
two or more positions over the object wave function. A simple implementation of the method is
modeled and demonstrated, showing how the algorithm uses overlapping data in real space to resolve
ambiguities in the solution. The technique opens up the possibility of practical transmission lensless
microscopy at subatomic resolution using electrons, x rays, or nuclear particles.
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high (sub-Å), even though the stability required in the
experimental setup is modest. The fact that we can mea-

tion to the phase problem [8–12], and so it is not surpris-
ing that collecting multiple sets of data improves the
Introduction.—We propose a new principle of trans-
mission microscopy, suitable for all forms of radiation,
which does not rely on the use of a lens, a holographic
reference wave, or any other form of far-field interferom-
etry. The technique could provide wavelength-limited
resolution of transparent objects over a wide field of
view, with potential applications largely with those radi-
ations where the manufacture of high quality lenses with
large numerical apertures is difficult, in particular, elec-
tron microscopy and x-ray microscopy. Lens imaging
with radiation of very short wavelength encounters two
grave difficulties. First, the lens must have very low
aberrations; otherwise, phase errors are introduced to
the diffracted wave before it is reinterfered into an image.
This is extremely difficult to achieve in the case of both
electron lenses and x-ray zone plates. Second, the experi-
mental setup must be stable enough so that high-angle
beams, lying at the extremes of the diffraction plane, still
interfere coherently at the image plane. This constraint,
predicated by the stability of the microscope and the
chromatic spread in the illuminating beam, is particularly
debilitating in the case of electrons. Therefore, even with
sophisticated aberration correction, the usable angular
range of a typical electron lens is roughly 1� or 2� , as
shown schematically in Fig. 1(a). The effect of this limit
in momentum space (i.e., the range of lateral scatter of
the incident radiation that can be processed by the lens) is
that spatial resolution is severely compromised.

An alternative strategy is to discard the lens and simply
record the diffraction pattern intensity directly via a
photographic film or charge-coupled device (CCD) de-
tector, as illustrated schematically in Fig. 1(b). The great
experimental advantage of diffraction is that the interfer-
ence condition is determined only by scattering within
the specimen itself: we do not require the reinterference
of beams that have traveled large distances through opti-
cal apparatus. This means that the effective spatial reso-
lution of x-ray or electron crystallography can be very
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sure intensity only in the far field may at first seem to pose
an intractable problem. However, if the object is physi-
cally small and its size is accurately known, unique
solution of the phase problem is usually possible, pro-
vided the diffraction pattern is sampled on a sufficiently
fine angular resolution [1,2]. A way to find this solution,
which has gained considerable interest recently, is the
iterative method first suggested by Gerchberg and
Saxton [3], and later developed by Fienup [4]. These
have recently been applied to the geometry shown in
Fig. 1(b) for both electrons and x rays [5–7].

There are, however, certain difficulties with this ar-
rangement. Experimentally, it is exceedingly difficult to
isolate a sufficiently small object in order to undertake the
diffraction experiment, since in most microscopic situ-
ations it is more useful to collect a wide field of view and
then magnify only a particular area of interest. At the
theoretical level, there can also be problems with con-
vergence if the object is complex (it introduces both
amplitude and phase changes to the illuminating beam),
which is generally the case, especially in electron imag-
ing [7]. The presence of noise can also undermine the
convergence of such algorithms.

We show here that we can very usefully extend the
simplicity and elegance of iterative methods to the ex-
perimental arrangement shown in Fig. 1(c). A movable
aperture is positioned downstream of an extended object.
We collect two or more diffraction patterns, as the aper-
ture is shifted to different positions. As we move the
aperture, a different region of object exit wave function
is transmitted, so the variables we are solving for pro-
gressively change. The algorithm we describe below sur-
mounts this difficulty, with the result that we can solve for
a large field of view of an extended object. The method
also solves some of the convergence problems that can
arise with any one single diffraction pattern, especially
when the object is complex. We note that the ability to
move an aperture in this way allows an alternative solu-
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FIG. 2. Schematic of iterative algorithm structure.

FIG. 1. Comparison of experimental setups. (a) The use of a
conventional lens, e.g., in electron or x-ray microscopy, seri-
ously limits the angular range of scattered waves that can be
processed simultaneously. A limiting aperture exists in the lens
back focal plane. (b) Diffraction does not limit the angular
range, but the phase of the scattered wave field is lost, although
if the object is small, methods exist to recover the phase. (c) A
moving aperture arrangement allows a large field of view to be
measured at wavelength resolution.
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iterative method. The great advantage of our method is
that the aperture can be moved relatively large distances
(half the aperture width or more) before each diffraction
pattern is recorded. This is in contrast to other diffraction
pattern processing methods [8,13], in which the sampling
periodicity of the aperture (or, in the case of scanning
transmission electron microscopy, the electron probe)
position must be at the same scale as the resolution of
the final reconstruction. This suggests that the new
method could scan very large fields of view and obtain
very high resolution images. In this way, all the compli-
cations of conventional lens imaging can be disposed of,
while maintaining the convenience and speed of parallel
imaging.

Conventional iterative algorithms.—Most iterative
phase retrieval algorithms have a structure similar to
that illustrated in Fig. 2. They require images in two or
more different planes, related by some kind of transfor-
mation. Starting with a guessed version of the wave
function in one plane, an iterative phase retrieval algo-
rithm then computes the result of transforming that
guessed wave to the second plane. At the second plane a
constraint is imposed on the resulting wave function,
before transforming it back to the first plane, imposing
the first constraint, and repeating this process until con-
vergence is achieved. The constraints are known infor-
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mation about the wave function in that plane. In practice
the most commonly used constraints involve the wave
intensity, since that is the observable quantity in a com-
plex wave.

The original iterative phase retrieval algorithm was
invented by Gerchberg and Saxton in 1972 [3]. In the
Gerchberg-Saxton method, intensity in the image and
diffraction planes is used as input information for the
algorithm, and the transform relating these is the Fourier
transform. A variation on this idea is the Fienup method
[4], which requires only the support (i.e., the area where
the function is nonzero) in the real plane to be known,
rather than the entire intensity. This means an entire real
space image need not be measured. Methods of discover-
ing the support, based on the autocorrelation of the wave
function have been explored by Weierstall et al. [14], and
are very successful in some situations. However, this
algorithm is limited by the fact that in order to satisfy
the Nyquist criterion the support must cover less than half
of the image area and must often be much smaller to
allow practical recovery of the wave function. The Fienup
method is also subject to problems with nonuniqueness in
the phase retrieval, for example, retrieving the complex
conjugate of the actual wave function.

It is not essential to use the Fourier transform to relate
the data from the two planes in an iterative algorithm.
One approach that uses a different transform has been
known of for some time [15,16], and more recently im-
proved by Allen et al. [17]. This is the through focal series
algorithm approach, which uses the free space propagator
to relate data at different defocii. Our algorithm is similar
mathematically to these methods because it increases
convergence and reduces ambiguity by using multiple
data sets. However, our method does not rely on the use
of a lens to focus on the Fresnel image, and so it is not
limited by the usual constraint of partial coherence and
instability in the beam. It therefore promises a route to
wavelength-limited resolution.

A new algorithm.—In devising a new algorithm for
phase retrieval we wish to retain the useful features of
the known iterative algorithms such as convergence, noise
tolerance, and general stability. We also wish to avoid the
experimental difficulties posed by currently available
iterative techniques. This is achieved by creating an al-
gorithm that uses measured information in the diffraction
plane only, negating the need for focused images or a
known, fixed support function. Other desirable features
023903-2



FIG. 3. New phase retrieval algorithm, shown for two aper-
ture positions.
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to include are the ability to examine any part of the
specimen that is of interest and the ability to recover
large areas of the specimen.

We assume that the intensity of the diffraction pattern
is measured at one or more known aperture positions and
that the aperture shape is also known. The algorithm,
illustrated in Fig. 3 for two aperture positions (it may
be trivially extended to many more positions), works as
follows: (1) Start with a guess at the object function.
(2) Multiply the current guess at the object function by
the aperture at the current position, producing the exit
wave function for that aperture position. (3) Fourier
transform to obtain the guessed diffraction pattern for
that aperture position. (4) Correct the intensities of
the guessed diffraction pattern to the known values.
(5) Inverse Fourier transform back to real space to obtain
a new and improved guess at the exit wave function.
(6) Update the guessed wave function in the area covered
by the aperture. (7) Move the aperture to a new position,
which in part overlaps the previous aperture position.
(8) Repeat (2)–(7) until the sum squared error (SSE) as
measured in the diffraction plane is sufficiently small.
When the SSE is small, it means that the object function
has been correctly found in the region covered by the
different apertures. The partial overlapping of each aper-
ture with one or more of the other apertures is a crucial
aspect of the algorithm’s success. Using multiple over-
lapping apertures allows examination of a wide field of
view. It also requires the algorithm to find a solution
which is consistent with all parts of the object function
that are allowed through one or more of the apertures.
This requirement for consistency between different mea-
surements eliminates possible uniqueness problems, by
breaking the symmetry of the situation. This is compa-
rable with the way in which the Fienup algorithm over-
comes uniqueness problems by using a nonsymmetric
support.

If only one aperture position is used, the algorithm
reduces to the Fienup algorithm. If more than one aper-
ture position is used, but they do not overlap, the result is
multiple concurrent Fienup algorithms. In both cases the
resulting solution gives less information than if the aper-
tures overlap.

Using this algorithm, assuming an electron wave-
length of 0.037 Å (100 keV), a CCD detector array of
2000� 2000 pixels, each 20 �m in width, and an aper-
ture size of 100 nm, the required camera length would be
roughly 0.540 m, and the final resolution would be about
0.5 Å. A larger detector array could be used to increase
the final resolution.

Note that this algorithm does not require any sort of
focused illumination. All that is required is a source of
coherent radiation, an aperture, and a method of moving
the aperture a known distance across the sample. This last
may be achieved with the use of suitable piezoelectric
devices. As a result, the equipment requirements of this
algorithm are significantly less than those of the conven-
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tional iterative algorithms. This method has the potential
to revolutionize microscopy and allow lensless imaging
over a large field of view.

Example simulation.—Figures 4(a)–4(d) show the test
data used for a demonstration of the new algorithm. The
test object 4(a) and 4(b) consists of photos of a schnauzer
(intensity, varying from 0 to 1), and of a cormorant
(phase, varying from 0 to �). This is a complex data
set, representing a difficult problem in phase retrieval.
Random noise of up to �10% has been added to the
diffraction pattern values, in order to more accurately
simulate the experimental situation. The simple top-hat
function used to represent the aperture is shown in 4(c). A
typical diffraction pattern for this data set is shown in
4(d), scaled for visibility so black � 0 and white � 1.
There would usually be several of these, i.e., one for each
aperture position. These diffraction patterns and the
known aperture shape are used as input data for the
algorithm.

Figures 4(e)–4(h) show the results of this simulation
for different possible aperture positions. All results are
scaled to the same scale as the original object intensity
and phase, for ease of comparison. In 4(e) and 4(f) one
aperture position was used, reducing our algorithm to the
simple Fienup algorithm. The retrieved result has an error
of 0:0500 after 200 iterations, and covers a small area of
the object wave function. A wider area is covered in 4(g)
and 4(h), where four different aperture positions have
been used. These positions do not overlap, so the algo-
rithm is effectively running four separate Fienup algo-
rithms, with no overlapping information to connect the
resulting wave functions together. It is of particular in-
terest to note the secondary complex conjugate image of a
cormorant recovered in the lower left corner of 4(h), and
the complex conjugated cormorant head in the top right
corner. These are examples of ambiguity in the data set
allowing an incorrect solution to be found and stagnation
at a wrong solution to occur. The final error in diffraction
space is 0:0514.

Figures 4(i) and 4(j) show an example retrieval for
which the aperture positions overlap. While the recovered
023903-3



FIG. 4. Simulation of new phase retrieval method for varying
arrangements of apertures.
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area remains large, the ambiguity in the phase has been
removed, and the error is the much improved value of
0:0056 after 200 iterations. It is clear that overlapping
aperture positions greatly improve the success of the
algorithm.

The algorithm has been tested with many different
simulated objects. It works in every case where the aper-
ture positions are chosen so that different diffraction
information is present for each position. As long as this
requirement is satisfied, the algorithm works for any
complex object.
023903-4
Conclusions.—We have demonstrated a new algorithm
for retrieval of an object function, based on knowledge of
a simple aperture, and diffraction pattern measurements
at two or more different aperture positions. The proposed
algorithm combines useful properties of iterative phase
retrieval techniques with a new experimental arrange-
ment that allows lensless microscopy, thus greatly sim-
plifying the experimental requirements. The method is
shown in simulation to retrieve the object structure with
good levels of accuracy, comparing favorably with other
iterative techniques. The use of overlapping aperture po-
sitions to eliminate ambiguities in the retrieved phase and
the ability to retrieve a large area of the object wave
function make this algorithm a powerful technique.

There are many potential future directions of this
research. These include refining the algorithm by opti-
mizing the number and location of the aperture positions
used, using averaging techniques to implement a more
parallel algorithm, and using a feedback loop to improve
the effectiveness of the error reduction. The relatively
simple apparatus required for these techniques has the
potential to revolutionize electron microscopy and permit
‘‘lensless’’ imaging of structure at the atomic level.
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