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for maximum advantage in a wireless network where systems compete for
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ABSTRACT | A cognitive radio network is a multiuser system, in

which different users compete for limited resources in an

opportunistic manner, interacting with each other for access to

the available resources. The fact that both users and spectrum

holes (i.e., unused spectrum subbands) can come and go makes

a cognitive radio network a highly dynamic and challenging

wireless environment. Therefore, finding robust resource-

allocation algorithms, which are capable of achieving reason-

ably good solutions fast enough in order to guarantee an

acceptable level of performance under worst case interference

conditions, is crucial in such environment. The focus of this

paper is the transmit-power control in cognitive radio net-

works, considering a noncooperative framework. Moreover,

tools from control theory are used to study both the equilib-

rium and transient behaviors of the network under dynamically

varying conditions.
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I . INTRODUCTION

In signal-processing terms, a feature that distinguishes

cognitive radio from conventional wireless communication

is the cognitive signal-processing cycle [1], [2]. This cycle
applies to a secondary (unserviced) user, where a trans-

mitter at one location communicates with a receiver at

some other location via a spectrum hole, that is, a licensed

subband of the radio spectrum that is underutilized at a

particular point in time and at a particular location. The

cognitive cycle encompasses two basic operations: radio-

scene analysis of the surrounding wireless environment at
the receiver and dynamic spectrum management/transmit-

power control at the transmitter. Information on spectrum

holes, extracted by the scene-analyzer at the receiver, is

sent to the transmitter via a feedback channel. The com-

bination of the radio-scene analyzer, the feedback channel,

the dynamic spectrum manager/transmit-power controller,

and the wireless link constitutes a closed-loop feedback

system as depicted in Fig. 1 [1], [2]. In this paper, we focus
attention on the theoretical and practical issues involved in

the study of the transmit-power controller.

The operation of the transmit-power controller is

complicated by a phenomenon that is peculiar to cognitive

radio communication: the fact that spectrum holes come

and go, depending on the availability of subbands as per-

mitted by licensed users. To deal with this phenomenon

and thereby provide the means for improved utilization of
the radio spectrum, a cognitive radio system must have the

ability to fill the spectrum holes rapidly and efficiently. In

other words, cognitive radios have to be frequency-agile

radios with flexible spectrum shaping abilities. The orthog-

onal frequency-division multiplexing (OFDM) modulation

scheme can provide the required flexibility, and is there-

fore a good candidate for cognitive radio [1]–[5]. OFDM

can be employed in a cognitive radio network by dividing
the primary user’s unused bandwidth into a number of

subbands available for use by the cognitive radio systems. In

order to achieve low mutual interference between primary

and secondary users, an adaptive transmit filter can be used

to prevent usage of a set of subcarriers, which are being

used by the primary users. Moreover, the fast Fourier

transform (FFT) block in the OFDM demodulator (Fig. 2)

can be used for spectral analysis [3].
There are two primary resources in a cognitive radio

network: channel bandwidth and transmit power. Using the

OFDM-based modulation scheme, the bandwidth allocation
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can be considered as a subcarrier assignment problem [6].

The resource management problem may then consist of

subcarrier assignment and power control. While the avail-

ability of channel bandwidth depends on the communication
patterns of primary users, a cognitive radio has complete

control over its own transmit power. In other words, among

the two primary resources, power is the only variable that

can be manipulated by cognitive radio users. As mentioned

previously, a subcarrier will not be assigned to a cognitive

radio if its transmit power at that subcarrier is zero. There-

fore, the resource-allocation problem can be reduced to the

transmit power control and can be considered as a dis-

tributed control problem. Scalable decentralized algorithms

with reasonable computational complexity are naturally

preferred.

There are two ways to build a cognitive radio network:
evolutionary and revolutionary. In the evolutionary view-

point, the currently established communication infrastruc-

tures can be utilized, and cognitive radio networks are

built around existing base stations. In this framework, the

base stations or spectrum brokers [7] are responsible for

assigning channels to cognitive radios; well-known algo-

rithms proposed in the multicellular network literature for

distributed and jointly optimal data rate and power control

Fig. 1. Basic signal-processing cycle for user i in a cognitive radio network; the diagram also includes elements of the receiver of user i.

Fig. 2. Block diagram of an OFDM transceiver.
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can be employed [8]–[14]. On the other hand, in the rev-
olutionary viewpoint, which is the focus of this paper,

there are no base stations or communication infrastruc-

tures; hence, channel assignment and power control would

have to be performed jointly.

In a cognitive radio network, at any instant of time,

new users may join the network or old users may leave the

network. Also, primary users may start or stop communi-

cation, and therefore they may occupy or release some
frequency bands in an uncertain manner. All of these

occurrences can be considered as discrete events com-

pared to the real-time evolution of each user’s power

vector, which can be considered as evolving in continuous

time. It follows therefore that the cognitive-radio problem

is a mixture of continuous dynamics and discrete events. In

other words, a cognitive radio network is a hybrid dynamic

system of the sort described in [15]. In this paper, the
resource-allocation problem for worst case interference

scenarios is considered in a dynamic framework, and both

equilibrium and disequilibrium (transient) behaviors of

the cognitive radio network are studied. Also, tools from

control theory are utilized to investigate the stability and

sensitivity of equilibrium points to external perturbations.

In the following sections, after a brief review of OFDM

modulation scheme, a discussion on the constraints imposed
by the cognitive-radio environment is followed by describing

the attributes of the iterative waterfilling algorithm (IWFA)

that shows why it is a potentially good choice for transmit-

power control in cognitive radio networks. Different

formulations of the IWFA are reviewed, and the problem

is formulated as a robust game to guarantee an acceptable

quality of service (QoS) requirement despite the continu-

ously changing environment. A dynamic model for the
evolution of the state of the network is derived to facilitate

the study of transient behaviors as well as the stability and

sensitivity analysis. Theoretical discussions are validated by

simulations of the network, followed by concluding remarks

and comments on future directions for the research. The

Appendix identifies symbols used in this paper.

II . ORTHOGONAL FREQUENCY-DIVISION
MULTIPLEXING (OFDM)

OFDM is a multicarrier modulation scheme, in which a

wide-band signal is converted to a number of narrowband

signals. Then closely spaced orthogonal subcarriers are

used to transmit these narrowband data segments simul-

taneously. In effect, a frequency-selective fading channel is

divided into a number of narrow-band flat fading sub-
channels. OFDM has many advantages over single-carrier

transmission [6], [16]–[19].

• It improves the efficiency of spectrum utilization

by the simultaneous use of multiple orthogonal

subcarriers, which are densely packed.

• The OFDM waveform is first built in the frequency

domain, and then it is transformed into the time

domain, thereby providing flexible bandwidth
allocation.

• Interleaving the information over different OFDM

symbols provides robustness against loss of infor-

mation caused by flat-fading and noise effects.

• Although the spectrum tails of subcarriers overlap

with each other, at the center frequency of each

subcarrier all other subcarriers are zero. Theoretically

this prevents intercarrier interference (ICI). However,
time and frequency synchronization is critical for ICI

prevention as well as correct demodulation, and is a

major challenge in the physical layer design [20].

• Since a narrow-band signal has a longer symbol

duration than a wide-band signal, OFDM takes care

of intersymbol interference (ISI) caused by multipath

delay of wireless channels. However, guard time

intervals, which are longer than the channel im-
pulse response, are introduced between OFDM

symbols to eliminate the ISI by giving enough time

for each transmitted OFDM symbol to dissipate

considerably [6].

• Due to the low ISI, less complex equalization is

required at the receiver, which leads to a simpler

receiver structure.

In summary, frequency diversity enables OFDM to pro-
vide higher data rates, more flexibility in controlling the

waveform characteristics, and greater robustness against

channel noise and fading compared to single-carrier trans-

mission schemes.

A. OFDM Modulator
The block diagram of an OFDM transceiver is shown in

Fig. 2. Robustness is improved by adopting the coded
OFDM (COFDM), which employs convolutional coding to

encode the binary data used for creating the OFDM signal

[21]. Since the focus of this paper is on the transmitter, in

what follows, the function of each block in the transmitter

side will be explained briefly [6].

1) Symbol Mapping: The subcarrier modulation is

performed in the first step. The input binary data stream
is divided into several groups of bits. The number of bits in

each group is determined by the modulation scheme [i.e.,

binary phase-shift keying (BPSK), quadrature phase-shift

keying (QPSK), 16-quadrature amplitude modulation

(QAM), etc.]. For instance, this number is one, two, and

four, respectively for BPSK, QPSK, and 16-QAM. Each

group of bits is then mapped to a signal point on the

constellation diagram, i.e., a complex number in the two-
dimensional Cartesian coordinates. Accordingly, the first

block generates a complex-valued symbol sequence from

the input binary data stream.

2) Serial-to-Parallel Conversion: The complex-valued

symbol sequence generated in the previous stage is broken

down and rearranged into shorter sequences in the second
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stage. Each of these new short sequences contains N sym-
bols, where N is the number of available subcarriers for data

transmission. The elements of these N-symbol sequences are

transmitted in parallel by assigning each one of the symbols

to a valid subcarrier. This way, symbols are interleaved in

time and frequency, and therefore the nonsequential

rearrangement of the symbols increases the robustness of

OFDM signals against channel noise and fading.

3) Pilot Subcarrier Insertion: In addition to data-carrying

subcarriers, there are some pilot subcarriers, which are not

used for data transmission. To be specific, in an effort to

avoid time and frequency errors between the transmitter

and receiver, some predetermined pilot symbols are sent

over the pilot subcarriers. Pilot symbols are selected from

signal points on the constellation diagram that have

maximum distance from the origin of the complex plane,
and therefore have higher power compared to data

symbols. Thus, they are distinguished from data symbols,

and there is a higher probability that receiver receives

them. Since the pilot symbols are known to the receiver

beforehand, the receiver will be able to estimate the effect

of the communication channel on the transmitted signal by

comparing the received symbols with the pilot symbols.

4) Inverse Fast Fourier Transform (IFFT): As mentioned

before, the OFDM signal is created first in the frequency

domain and then is converted to a time-domain signal. Since

OFDM uses sinusoidal basis functions and the transmitted

pulse is a rectangular-windowed sinusoid, the spectrum of a

subcarrier is a sinc function. The main lobe of each sub-

carrier occupies a small proportion of the spectrum, and

therefore characteristics of a frequency-selective channel
can be considered uniform within a subcarrier bandwidth.

Thus the wide-band frequency selective channel can be

considered as a set of narrow-band flat fading subchannels.

The center frequency of each subcarrier is an integer

multiple of a basis frequency, which is determined by the

sampling rate of the transceiver. In other words, sub-

carriers are harmonics and therefore mutually orthogonal.

The orthogonality property allows the subcarriers to be as
close as possible so as to provide high spectral efficiency.

First, subcarriers are assigned to sequential FFT bins,

and no FFT bin is left empty between subcarriers in order

to achieve maximal spectral efficiency. This process is

called subcarrier insertion [6]. Then, imaginary subcarriers,

which are complex conjugates of real subcarriers, are

inserted into the FFT array. An extra subcarrier is needed

to represent the dc component. To reduce computational
complexity, the FFT size is chosen to be an even number.

This way, an OFDM signal is created in the frequency

domain, which leads to a real-valued time-domain signal. It

is obvious that less than half of the FFT bins will be

available as subcarriers to represent the frequency range

[0,fs=2], where fs is the sampling frequency. If imaginary

subcarriers are not used, then all of the FFT bins except the

one that corresponds to the dc component can be used as
subcarriers. This results in a complex time-domain signal,

which might be attractive from a maximum bandwidth

efficiency viewpoint, although it is more computationally

demanding.

The total number of subcarriers, including data-carrying

subcarriers and pilot subcarriers as well as null subcarriers,

are multiplexed, and the IFFT is then employed to transform

the frequency-domain OFDM signal into the time domain.
The resulting time-domain waveform representation is

called an OFDM symbol [6].

5) Guard-Interval Insertion: Because of multipath fading

phenomenon, the receiver receives several delayed copies
of the transmitted signal. The delayed versions of the

previous symbol affect the beginning of the current symbol

and cause ISI, and possible loss of orthogonality. In order

to mitigate this problem, the worst case delay caused by

different propagation paths is considered, which is called

delay spread. Guard intervals longer than the delay spread

are inserted between OFDM symbols, obtained in the

previous stage, to protect the beginning of each symbol
from degradation by ISI. In other words, each OFDM

symbol is extended, and the beginning of each symbol is

shifted by a time interval larger than the delay spread.

Since, in reality, signals are continuous, instead of

leaving the guard intervals empty, the end of the symbol is

copied to these intervals, which is called cyclic prefix.

However, while inclusion of cyclic prefixes results in an

increase in OFDM transmission bandwidth and decreases
throughput, it effectively reduces the effects of ISI and ICI.

Therefore, spectral efficiency is traded for robustness. In

the receiver, these guard intervals, and with them the cyclic

prefixes, are removed to obtain the original symbols [6].

6) Parallel-to-Serial Conversion: The parallel-to-serial
converter block uses the OFDM symbols prepended with

cyclic prefixes, to create a serial sequence, which is called an

OFDM frame. OFDM frames are separated by frame intervals

that are larger than the guard intervals between OFDM

symbols. These frame intervals are used for time and

frequency synchronization between the transmitter and

receiver as well as initial channel equalization. An OFDM

frame is therefore a sequence of original OFDM symbols
separated by guard intervals and its size is determined by the

amount of data that should be transmitted [6].

7) Digital-to-Analog Conversion: The digital information is

mapped into a waveform by the digital-to-analog converter

block for transmission over the communication channel.
Similarly, in the receiver, the received waveform is mapped

into digital information by an analog-to-digital converter.

8) Up-Conversion: In the final stage, the baseband OFDM

signal, created in the previous stages, is up-converted to
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the passband of interest by mixing it with an appropriate
radio-frequency carrier. A spectrum mask is used to limit

the spectral content of the signal, and then it is linearly

amplified and transmitted.

B. Constant Envelope OFDM (CE-OFDM)
Summation of the sinusoidal basis functions and

therefore the resulting OFDM signal has a highly varying

amplitude with probable large peaks, which results in a high
peak-to-average power ratio (PAPR).

In order to avoid waveform distortions and therefore

performance degradation, system components and espe-

cially transmitter power amplifier are needed to have a

large linear range. The peak power of the input OFDM

signal is maintained at a level less than the saturation point

of the power amplifier so as to prevent distortion of the

peaks. To this end, an input power backoff is needed, which
is at least equal to the PAPR. Increasing the power backoff

results in poor efficiency and reduces the battery lifetime of

mobile devices [22].

In [22], it was proposed to use the OFDM waveform to

phase modulate the carrier. This way the OFDM signal is

transformed to a constant-amplitude signal with a PAPR of

0 dB, which is appropriate for efficient power amplification.

In the transmitter, the phase modulator block is inserted
between the IFFT block and the guard insertion block in

Fig. 2. Constant envelope OFDM requires a real-valued

OFDM signal, and therefore it should be implemented using

conjugate symmetric subcarriers, as mentioned previously.

III . COGNITIVE RADIO ENVIRONMENT

In a cognitive radio, the receiver performs radio-scene
analysis of the surrounding environment and sends the

information extracted about the forward communication

channel and availability of spectrum holes to the transmit-

ter via a feedback channel. This information enables the

transmitter to adaptively adjust the transmitted signal and

update its transmit power. Using a predictive model, the

cognitive radio is enabled to predict the availability dura-

tion of spectrum holes, which, in turn, determines the
horizon of the transmit-power control [1], [2].

The feedback channel will naturally introduce some

delay in the control loop, and some of the users may use

inaccurate or outdated interference measurements to

update their transmit powers. Also, they may update their

transmit powers at different frequencies. Therefore, in a

real-life situation, the resource-allocation algorithm would

have to be implemented in a distributed asynchronous
manner [9], [23]–[25].

In a competitive multiagent environment with limited

resources, such as a cognitive radio network, where the

actions of all agents (users) are coupled via available

resources, finding a global optimum for the resource-

allocation problem can be computationally intractable

and time consuming. Moreover, such optimization would

require huge amounts of information exchange between
different users that will consume precious resources. In a

highly dynamic environment where both users and re-

sources can freely come and go, finding a reasonably good

solution (i.e., a suboptimal solution) that can be obtained

fast enough is the only practical goal. Otherwise, spectrum

holes may disappear before they can be utilized for

communication. In such a situation, the concept of equi-

librium is very important [26]. It is therefore not
surprising that game theory has attracted the attention of

many researchers in the field of communication networks.

A nice survey on applications of game theory in wired

communication systems is presented in [27]. For wireless

communication systems and cognitive radio, the reader

can refer to [28]–[34] and the references therein.

In game theory, the Nash equilibrium is considered to be

a concept of fundamental importance. This equilibrium
point is a solution such that none of the agents has an

incentive to deviate from it unilaterally. In other words, in a

Nash-equilibrium point, each user’s chosen strategy is the

best response to the other users’ strategies [35]–[37].

Regarding the highly time-varying nature of communica-

tion networks in general and especially cognitive radio

networks, a Nash-equilibrium solution is a reasonable can-

didate, even though it may not always be the best solution
in terms of spectral efficiency [38].

The above discussion reveals that several key attributes

such as distributed implementation, low complexity, and

fast convergence to a reasonably good solution, provide an

intuitively satisfying framework for choosing and design-

ing resource-allocation algorithms for cognitive radio. It is

with this kind of framework in mind that in [1] and [2], the

IWFA has been proposed as a good candidate for finding a
Nash-equilibrium solution for resource allocation in cog-

nitive radio networks.

The IWFA was originally developed for digital sub-

scriber lines (DSLs) [39]–[41]. In this algorithm, users

sequentially update their transmit power vectors over the

available frequency tones in a fixed updating order,

considering the transmit power of other users as interfer-

ence. The sequential nature of the algorithm requires some
form of central scheduling to determine the order in which

users update their transmit powers [24], [25]. In a cognitive

radio network, which is an infrastructure-less network,

such a central scheduling does not exist, and synchroniza-

tion between the nodes is difficult. Therefore, users update

their transmit powers in a totally asynchronous manner.

The IWFA is well suited for cognitive radio networks. In

particular, the practical virtues of the algorithm are the
following.

• The transmit power control problem is formulated

as a game or a distributed convex optimization
problem.

• It is implemented in a decentralized manner.

• The algorithm has a linear convergence property

under certain conditions [42].
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• Each user acts greedily to optimize its own
performance based on local information, and the

users do not need to communicate with each other

to establish coordination between themselves. This

tends to reduce the complexity of the cognitive radio

network.

Finding a Nash equilibrium for the DSL game was

reformulated as a nonlinear complementarity problem (NCP)

in [43]. In an NCP, the vector x 2 R
n should be found

such that

x � 0; FðxÞ � 0; xTFðxÞ � 0 (1)

where F is a nonlinear mapping from R
n to R

n. The

problem will be a linear complementarity problem (LCP) if

F ¼Mxþ q for a matrix M and a vector q with appro-

priate dimensions [44]. In [42], the DSL game problem was

reformulated as an LCP. Reformulation of the IWFA as an

NCP and an LCP provides very interesting insights into this

problem, such as establishing the linear convergence under

certain conditions on interference gains. Also, conditions
on interference gains are obtained to guarantee conver-

gence of the algorithm to a unique Nash-equilibrium point

[24], [25], [40], [42]. However, the algorithm has some

drawbacks.

• It is suboptimal.

• It is defenseless against clever selfish users that try

to exploit dynamic changes or limited resources.

Moreover, regarding the dynamic nature of the cognitive
radio environment and the speed of changes, the current

transmit power values may not provide a good initial point

for the next iteration. In this case, it may be better to start

the iterative procedure from a randomly picked initial

point in the new feasible set.

In what follows, the resource-allocation problem in

cognitive radio networks is presented in the IWFA frame-

work. While the predictive model can help for dealing with
the appearance and disappearance of spectrum holes,

making the algorithm more robust is proposed to address

the issues related to unavoidable changes in the number of

users and their mobility.

IV. ITERATIVE WATERFILLING
ALGORITHM (IWFA)

This section presents formulation of the transmit power

control for cognitive radio in the IWFA framework. Assume

that there are m active cognitive radio transmitter–receiver

pairs in the region of interest and n subcarriers in an OFDM

framework that potentially could be available for commu-

nication. Let PS denote the subset of subcarriers that are

being used by primary users and cannot be assigned to

cognitive radios. Since spectral efficiency is the main goal
of cognitive radio, the utility function chosen by each user

to be maximized is the data rate. Thus, the IWFA lets user i
solve the following optimization problem:

max
pi

f iðp1; . . . ;pmÞ ¼
Xn

k¼1

log 1þ pi
k

Ii
k

� �

subject to:
Xn

k¼1

pi
k � pi

max

pi
k þ Ii

k � CAPk; 8k 62 PS

pi
k ¼ 0; 8k 2 PS

pi
k � 0 (2)

where pi
k denotes user i’s transmit power over the sub-

carrier k. The noise plus interference experienced by

user i at subcarrier k because of the transmission of other

users is

Ii
k ¼ �i

k þ
X
j6¼i

�
ij
kp

j
k: (3)

Since cognitive radio is receiver centric, Ii
k is measured at

receiver i.
The positive parameter �i

k is the normalized back-

ground noise power at the receiver input of user i on the

kth subcarrier. The nonnegative parameter �
ij
k is the nor-

malized interference gain from transmitter j to receiver i at

subcarrier k, and we have �ii
k ¼ 1. The term �

ij
k is the

combined effect of two factors:
• propagation path-loss from transmitter j to receiver

i at subcarrier k;

• subcarrier amplitude reduction due to the fre-

quency offset �f .

Mathematically, �
ij
k is defined as

�
ij
k ¼

� h
ij
k

��� ���2
hii

k

�� ��2 (4)

where � is the signal-to-noise ratio (SNR) gap and h
ij
k is

the channel gain from transmitter j to receiver i over

the flat-fading subchannel associated with subcarrier k.

Regarding the empirical formula for the path loss [45],

we have

h
ij
k

��� ���2¼ �k

ðdijÞr
(5)

where dij is the distance from transmitter j to receiver i.
The path-loss exponent, r varies from two to five, depending
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on the environment, and the attenuation parameter �k is
frequency dependent. Therefore

�
ij
k /

dii

dij

� �r

(6)

and in general �
ij
k 6¼ �

ji
k . If user i’s receiver is closer to its

transmitter compared to other active transmitters in the

network, we will have �
ij
k � 1.

Also, pi
max is user i’s maximum power and CAPk is the

maximum allowable interference at subcarrier k. CAPk is

determined in a way to make sure that the permissible
interference power level limit will not be violated at the

primary users’ receivers [1], [2]. The formulation presented

in (2) and (3) is built on [2] except for the fact that the

subcarriers do not need to be confined to the same subband,

thereby providing for broader applicability of the IWFA.
Regarding the first two constraint inequalities in (2),

we follow an approach similar to [42] and assume that

Xm

j¼1

pj
max G

X
k 62PS

CAPk � �i
k

� �
; 8i ¼ 1; . . . ;m (7)

in order to avoid triviality. As will be shown later, this

assumption leads to a nice reformulation of IWFA under

the worst case interference condition similar to [42]. The
previously mentioned properties of IWFA are further

elaborated in the following based on the mathematical

formulation of (2).

In IWFA, user i assumes that pk
j is fixed for j 6¼ i.

Therefore, the optimization problem in (2) is a concave

maximization problem in pi ¼ ½pi
1; . . . ; pi

n�
T , which can be

converted to a convex minimization problem by considering

�f i as the objective. The first constraint states that the total
transmit power of the user i at all subcarriers should not

exceed its maximum power (power budget). The second

constraint set guarantees that the interference caused by all

users at each subcarrier will be less than the maximum

allowed interference at that subcarrier. If primary users do

not let the secondary users use the nonidle subcarriers in

their frequency bands, then cognitive radios should not use

those subcarriers for transmission. The third constraint set
guarantees this by forcing the related components of the

secondary user i’s power vector to be zero. If primary users

let the coexistence of secondary users at nonidle subcarriers

in condition that they do not violate the permissible

interference power level, then the third constraint set can

be relaxed and the second constraint set suffices.

As mentioned previously, IWFA is implemented in a

decentralized manner. In order to solve the optimization
problem (2), it is not necessary for user i to know the value

of pk
j for 8j 6¼ i. The Ii

k defined in (3) is measured by user i’s

receiver rather than calculated, and therefore users do not
need to exchange information. It is not even necessary for

user i to know the number of other users in the network.

Therefore, changing the number of users in the network

does not affect the complexity of the optimization problem

that should be solved by each user. Hence, there is no

scaling problem.

While the action of user i is denoted by its power vector

pi, following the notation in the game theory literature,
the joint actions of the other m� 1 users are denoted by

p�i. Three major types of adjustment schemes S can be

used by the users to update their actions [46].

i) Iterative waterfilling [39]–[41]: users update their

actions in a predetermined order [46]

p�iðStÞ¼ p1ðtþ1Þ; . . .;pi�1ðtþ1Þ;piþ1ðtÞ; � � �;pmðtÞ
� �

:

(8)

ii) Simultaneous iterative-waterfilling [24]: users

update their actions simultaneously regarding

the most recent actions of the others [46]

p�iðStÞ ¼ p�iðtÞ: (9)

iii) Asynchronous iterative-waterfilling [25] is an

instance of an adjustment scheme that user i
receives update information from user j at random

times with delay [46]

p�iðStÞ ¼ p1 � i;1
t

� �
; . . . ;pi�1 � i;i�1

t

� �
;

�
piþ1 � i;iþ1

t

� �
; . . . ;pm � i;m

t

� ��
(10)

where �
i;j
t is an integer-valued random variable

satisfying

maxð0; t� dÞ � � i;j
t � tþ 1 j 6¼ i

i; j 2 N
(11)

which means that the delay does not exceed d
time units.

Due to the lack of central scheduling and difficulty of

synchronization between different users in a cognitive

radio network, the asynchronous adjustment scheme is

more realistic than the others.

V. STOCHASTIC OPTIMIZATION VERSUS
ROBUST OPTIMIZATION

The cognitive radio environment has a dynamic nature, in
which users move all the time; they can leave the network,

Setoodeh and Haykin: Robust Transmit Power Control for Cognitive Radio

Vol. 97, No. 5, May 2009 | Proceedings of the IEEE 921



and new users can join the network in a stochastic manner.
Because of these activities, the interference-plus-noise

term (3) in the objective function and the second constraint

set of the optimization problem (2) are both time-varying;

the IWFA therefore assumes the form of an optimization

problem under uncertainty. Also, the appearance and

disappearance of the spectrum holes, which depend on the

activities of primary users, will change the third constraint

set in (2). The behavior of the primary users, and therefore
the availability as well as the duration of availability of

spectrum holes, can be predicted to some extent using a

predictive model. During the time intervals that the activity

of primary users does not change and the available

spectrum holes are fixed, two approaches can be taken to

deal with the uncertainty caused by joining and leaving of

other cognitive radios as well as their mobility: stochastic
optimization and robust optimization [47]. The pros and cons
of these two approaches are discussed here.

Let the noise-plus-interference term be the summation

of two components: a nominal term �I and a perturbation

term �I, as

Ii
k ¼ �Ii

k þ�Ii
k: (12)

In the following, the objective functions for both stochastic

and robust versions of the optimization problem (2) are

presented.

If there is good knowledge about the probability

distribution of the uncertainty term �I, then the uncer-

tainty can be dealt with by means of probability and related

concepts. In this case, calculation of the expected value will

not be an obstacle, and therefore the IWFA problem (2) can
be formulated as a stochastic optimization problem with

the following objective function:

max
pi

EeIi

Xn

k¼1

log 1þ pi
k

�Ii
k þ�Ii

k

� �" #
(13)

where E denotes the statistical expectation operator and

eIi ¼ �Ii
1; . . . ;�Ii

n

� �T
: (14)

However, since in practice, little may be known about

the probability distribution, the stochastic optimization

approach that utilizes the expected value is not a suitable

approach. In this case, robust optimization techniques that

are based on the worst case analysis, without involving

probability theory, are more appropriate, although such

techniques may well be overly conservative in practice.
Suboptimality in performance is traded in favor of

robustness. The formulation of IWFA as a robust game

in the sense described in [48] is basically a max-min
problem, in which each user tries to maximize its own

utility while the environment and the other users are

trying to minimize that user’s utility [49], [50]. Worst case

interference scenarios have been studied for DSL in [51].

Considering an ellipsoidal uncertainty set, the IWFA

problem (2) can be formulated as the following robust

optimization problem:

max
pi

min
keIik�"

Xn

k¼1

log 1þ pi
k

�Ii
k þ�Ii

k

� �" #

subject to :
Xn

k¼1

pi
k � pi

max

max
keIik�"

pi
kþ�Ii

k þ�Ii
k

� �
�CAPk; 8k 62PS

pi
k ¼ 0; 8k 2 PS

pi
k � 0: (15)

A larger " accounts for larger perturbations, and the second

set of constraints guarantee that the permissible interfer-

ence power level will not be violated for any perturbation

from the considered uncertainty set.

Stochastic optimization guarantees some level of

performance on average, and sometimes the desired quality
of service may not be achieved, which means a lack of

reliable communication. On the other hand, robust

optimization guarantees an acceptable level of perfor-

mance under the worst case conditions. It is a conservative

approach because real-life systems are not always in their

worst behavior, but it can provide seamless communication

even in the worst situations. Regarding the dynamic nature

of the cognitive radio network and the delay introduced by
the feedback channel, the statistics of interference that is

used by the transmitter to adjust its power may not

represent the current situation of the network. In these

cases, robust optimization is equipped to prevent permis-

sible interference power level violation by taking into

account the worst case uncertainty in the interference and

noise. Therefore, sacrificing optimality for robustness

seems to be a reasonable proposition. However, the use
of a predictive model may make it possible for the user to

choose the uncertainty set adaptively according to

environmental conditions and, therefore, may lead to less

conservative designs.

A. The Cost of Robustness
In addition to conservativism, there is yet another price

to be paid for achieving robustness. Although the IWFA
problem (2) is a convex optimization problem, appearance

of the perturbation term �I in the denominator of signal-

to-(interference plus noise) ratio (SINR) in the objective

function of the robust IWFA problem (15) makes it a

nonconvex optimization problem. A robust optimization
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technique is proposed in [52] for solving nonconvex and
simulation-based problems. The proposed method is based

on the assumption that the cost and constraints as well as

their gradient values are available. The required values can

even be provided by numerical simulation subroutines. It

operates directly on the surface of the objective function,

and therefore does not assume any specific structure for the

problem. In this method, the robust optimization problem

is solved in two steps, which are applied repeatedly in order
to achieve better robust designs.

• Neighborhood search: The algorithm evaluates the

worst outcomes of a decision by obtaining knowl-

edge of the cost surface in a neighborhood of that

specific design.

• Robust local move: The algorithm excludes neigh-

bors with high costs and picks an updated design

with lower estimated worst case cost. Therefore,
the decision is adjusted in order to counterbalance

the undesirable outcomes.

Linearity of constraints of the robust optimization prob-

lem (15), especially the second set of constraints that

involve the perturbation terms, improves the efficiency of

the algorithm.

VI. IWFA AS A VARIATIONAL
INEQUALITY (VI) PROBLEM

A Nash-equilibrium game can be reformulated as a vari-

ational inequality (VI) problem [53], [54]. To be specific,

denoting the feasible set of (2) by Ki, we may rewrite the
optimization problem (2) as

min
pi

� f iðp1; . . . ;pmÞ

subject to: pi 2 Ki (16)

where Ki is a closed convex subset of R
n and �f i is a

convex and continuously differentiable function for

i ¼ 1; � � � ;m. Then, p� ¼ ½p�1T

; . . . ;p�m
T �T is a Nash equi-

librium of the game if, and only if, it is a solution of the
following VI problem VIðK;FÞ:

ðp� p�ÞTFðp�Þ � 0 (17)

where

K ¼
(

p 2 R
m�njpi

k ¼ 0 8k 2 PS; 8i ¼ 1; . . . ;m;

0 � pi
k þ Ii

k � CAPk 8k 62 PS; 8i ¼ 1; . . . ;m;

Xn

k¼1

pi
k � pi

max; 8i ¼ 1; . . . ;m

)
(18)

and

FðpÞ ¼ ½rpi f i�mi¼1: (19)

Calculating the gradients in (19) leads to fractional terms
with the sum of the power and interference plus noise in

the denominators

rpi f i¼ 1

pi
1 þ Ii

1

; . . . ;
1

pi
n þ Ii

n

	 
T

¼ 1

�i
1 þ
Pm

j¼1 �
ij
1 p

j
1

; . . . ;
1

�i
n þ

Pm
j¼1 �

ij
np

j
n

" #T

: (20)

Alternatively, following the approach of [42], a nice
formulation of the IWFA as a VI problem is obtained for the

worst case interference that facilitates study of the network

in a dynamic framework. The discussion presented in this

section is built on [42] and extends the proposed refor-

mulation of IWFA to the cognitive-radio problem. In

particular, we are allowed to utilize some existing math-

ematical tools and also benefit from ongoing research in

other fields. The Lagrangian of the optimization problem
in (2) for the user i is now written as

Liðp1; . . . ;pmÞ¼�f i þ ui
Xn

k¼1

pi
k�pi

max

 !

þ
X
k 62PS

�i
k �i

kþ
Xm

j¼1

�
ij
kp

j
k�CAPk

 !
þ
X
k2PS

�i
kpi

k: (21)

Therefore, we have

�i
k ¼ 0 k 2 PS
�i

k ¼ 0 k 62 PS.

�
(22)

The Karush–Kuhn–Tucker (KKT) conditions [55], [56] for

the user i and 8k ¼ 1; . . . ; n are as follows:

0 � pi
k ? �

1

�i
k þ

Pm
j¼1 �

ij
kp

j
k

þ ui þ �i
k þ �i

k � 0

0 � ui ? pi
max �

Xn

k¼1

pi
k � 0

0 � �i
k ? CAPk � �i

k �
Xm

j¼1

�
ij
kp

j
k � 0; 8k 62 PS

pi
k ¼ 0; 8k 2 PS (23)
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where ? signifies orthogonality of the corresponding
variables. Similar to [42, Proposition 1], it can be shown

that the system described in (23) is equivalent to a mixed
linear complementarity system (mixture of a linear comple-

mentarity problem with a system of linear equations) [57].

Proposition 1: Suppose that (7) holds; then (23) is

equivalent to the following mixed linear complementarity

system:

0 � pi
k ? �i

k þ
Xm

j¼1

�
ij
kp

j
k þ �i þ ’i

k þ & i
k � 0

0 � ’i
k ? CAPk � �i

k �
Xm

j¼1

�
ij
kp

j
k � 0; 8k 62 PS

pi
max �

Xn

k¼1

pi
k ¼ 0

pi
k ¼ 0; 8k 2 PS: (24)

Proof: Let ðpi
k; ui; �i

k; �
i
kÞ satisfy (23) and assume that

the complement set of PS is nonempty. Since power is

nonnegative and �i
k > 0, 0 � �ij

k � 1, it is known that

�i
k þ

Xm

j¼1

�
ij
kp

j
k > 0 8k ¼ 1; . . . ; n: (25)

It can be proved by contradiction that ui > 0. To show this,

we first note that ui ¼ 0; then

�i
k þ �i

k �
1

�i
k þ

Pm
j¼1 �

ij
kp

j
k

> 0 8k ¼ 1; . . . ; n: (26)

If k 62 PS, then �i
k ¼ 0, and from (26) we must have �i

k > 0.

Regarding the third complementarity condition in (23),

�i
k > 0 leads to

CAPk � �i
k �

Xm

j¼1

�
ij
kp

j
k ¼ 0: (27)

Therefore, we have

CAPk � �i
k ¼

Xm

j¼1

�
ij
kp

j
k: (28)

Taking the summation over k 62 PS from both sides of this
equation leads to

X
k 62PS

CAPk � �i
k

� �
¼
X
k 62PS

Xm

j¼1

�
ij
kp

j
k (29)

pi
k ¼ 0, 8k 2 PS, and 8i ¼ 1; . . . ;m, so we have

X
k2PS

Xm

j¼1

�
ij
kp

j
k ¼ 0: (30)

Therefore, we can rewrite (29) as

X
k 62PS

CAPk � �i
k

� �
¼
X
k 62PS

Xm

j¼1

�
ij
kp

j
kþ
X
k2PS

Xm

j¼1

�
ij
kp

j
k

¼
Xn

k¼1

Xm

j¼1

�
ij
kp

j
k: (31)

Since 0 � �ij
k � 1, we have

Xm

j¼1

�
ij
kp

j
k �

Xm

j¼1

p
j
k (32)

and therefore

X
k 62PS

CAPk � �i
k

� �
�
Xn

k¼1

Xm

j¼1

p
j
k: (33)

Changing the order of the two summations on the right-

hand side of (33), we get

X
k 62PS

CAPk � �i
k

� �
�
Xm

j¼1

Xn

k¼1

p
j
k: (34)

From the first inequality constraint of (2), we know that

Xn

k¼1

p
j
k � pj

max (35)
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Thus

X
k 62PS

CAPk � �i
k

� �
�
Xm

j¼1

pj
max (36)

which contradicts (7). Thus 8k 62 PS and 8i ¼ 1; . . . ;m, in

addition to �i
k, �i

k, must be zero too, and we must therefore

have ui > 0 in order to satisfy the first complementary

condition in (23). Defining the following variables:

�i ¼ � 1

ui

’i
k ¼

�i
k �i

k þ
Pm

j¼1 �
ij
kp

j
k

� 
ui

& i
k ¼

�i
k �i

k þ
Pm

j¼1 �
ij
kp

j
k

� 
ui

(37)

we do get a solution to (24).

Conversely, assume that ðpi
k; �

i; ’i
k; &

i
kÞ satisfies (24).

This time, we must have �i G 0. Otherwise

�i
k þ

Xm

j¼1

�
ij
kp

j
k þ �i þ ’i

k þ & i
k > 0 (38)

and then the first complementarity condition in (24) yields

pi
k ¼ 0; 8k ¼ 1; . . . ; n (39)

which contradicts the equality constraint in (24). There-

fore, (23) holds by having

ui ¼ � 1

�i

�i
k ¼ �

’i
k

�i �i
k þ

Pm
j¼1 �

ij
kp

j
k

� 
�i

k ¼ �
& i

k

�i �i
k þ

Pm
j¼1 �

ij
kp

j
k

�  : (40)

This completes the proof. h
While each user solves the above mixed linear comple-

mentarity problem (MLCP) with time-varying constraints,

they should finally reach an equilibrium. The linear
equation in (24) dictates that each user transmits with its

maximum power, which leads to the worst case interfer-

ence condition. Intuitively, it makes sense that each user

transmits with its maximum power in order to achieve
maximum data rate.

Let us concatenate the variables in (24) as follows:

p ¼ ½pi�mi¼1 ¼

p1
1

..

.

p1
n

2
664

3
775

..

.

pm
1

..

.

pm
n

2
664

3
775

2
666666666666664

3
777777777777775

S ¼ ½Si�mi¼1 ¼

�1
1

..

.

�1
n

2
664

3
775

..

.

�m
1

..

.

�m
n

2
664

3
775

2
666666666666664

3
777777777777775

(41)

M ¼
M11 � � � M1m

..

.
� � � ..

.

Mm1 � � � Mmm

2
64

3
75 (42)

where Mijs are diagonal matrices

Mij ¼
�

ij
1 � � � 0

..

.
� � � ..

.

0 � � � �ij
n

2
64

3
75: (43)

The MLCP (24) is the KKT condition for an affine variational
inequality (AVI) problem [54], defined by the affine mapping

FðpÞ ¼ SþMp (44)

and the polyhedron [42]

X ¼
(

p 2 R
m�njpi

k ¼ 0 8k 2 PS; 8i ¼ 1; . . . ;m;

0 � pi
k þ Ii

k � CAPk 8k 62 PS; 8i ¼ 1; . . . ;m;

Xn

k¼1

pi
k ¼ pi

max; 8i ¼ 1; . . . ;m

)
: (45)
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Hence, the IWFA can be reformulated as an AVI problem
VIðX;SþMpÞ or AVIðX;S;MÞ. The vector p� is a Nash

equilibrium point of the IWFA if, and only if, p� 2 X and

8p 2 X [42], [54]

ðp� p�ÞTðSþMp�Þ � 0: (46)

In the next sections, it is shown that the AVI reformulation

of IWFA facilitates the study of the disequilibrium behavior

and stability analysis of the cognitive radio network.

VII. TRANSIENT BEHAVIOR ANALYSIS
OF COGNITIVE RADIO NETWORKS

Although the components of the network may remain

unchanged in complex and large-scale networks, the general

behavior of the network can change drastically over time. If

the SINR of a communication link drops below a specified

threshold for a relatively long time, the connection between
the transmitter and receiver will be lost. For this reason, in

addition to the equilibrium resource allocation, which was

discussed in the previous sections, the transient behavior of

the network deserves attention too [58]. Therefore, studying

the equilibrium states in a dynamic framework by methods

that provide information about the disequilibrium behavior

of the system is critical, which is the focus of this section.

In the previous sections, IWFA was proposed as an
approach to find an equilibrium solution for the resource-

allocation problem in cognitive radio networks. Following

the approach of [42], the IWFA was reformulated as a VI

problem. The projected dynamic systems (PDS) theory [53]

can be utilized to associate an ordinary differential equation

(ODE) to the obtained VI. A projection operator, which is

discontinuous, appears on the right-hand side of the ODE to

incorporate the feasibility constraints of the VI problem into
the dynamics. This ODE provides a dynamic model for the

competitive system whose equilibrium behavior is described

by the VI. Also, the stationary points of the ODE coincide

with the set of solutions of the VI, which are the equilibrium

points. Thus, the equilibrium problem can be studied in a

dynamic framework. This dynamic model enables us not

only to study the transient behavior of the network but also

to predict it.
Before we proceed, we need to recall some mathemat-

ical definitions from [53]. The set of inward normals at

p 2 X is defined as

SðpÞ ¼ G : kGk ¼ 1; hG;p� yi � 0;8y 2 Xf g: (47)

Then the projection of b 2 R
n onto X at p 2 X can be

written as

�Xðp;bÞ ¼ bþmax 0; hb;�s�ið Þ:s� (48)

where s is a vector in SðpÞ that satisfies the condition

hb;�s�i ¼ max
s2SðpÞ

hb;�si: (49)

By this projection operator, a point in the interior of X is

projected onto itself, and a point outside of X is projected

onto the closest point on the boundary of X. The fol-

lowing ODE:

_p ¼ �X p;bðpÞð Þ (50)

with the initial condition

pðt0Þ ¼ p0 2 X (51)

is called a projected dynamic system.

Let us replace bðpÞ with �FðpÞ ¼ �ðSþMpÞ in

(50). Then, the stationary points of the following PDS:

_p ¼ �X p;�FðpÞð Þ (52)

coincide with the solutions of the VI problem of (46) [53].

The associated dynamic model to the equilibrium problem

will be realistic only if there is a unique solution path from

a given initial point. The existence and uniqueness of the

solution path for the above ODE are established in [53].
When pðtÞ is in the interior of the feasible set pðtÞ 2 intX,

the projection operator in (52) is

�X p;�FðpÞð Þ ¼ �FðpÞ: (53)

If pðtÞ reaches the boundary of the feasible set pðtÞ 2 @X,

we have

�X p;�FðpÞð Þ ¼ �FðpÞ þ zðpÞs�ðpÞ (54)

where

s�ðpÞ ¼ argmax
s2SðpÞ

�FðpÞ;�sh i (55)

and

zðpÞ ¼ max 0; �FðpÞ;�s�ðpÞh ið Þ: (56)
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From (53) and (54), it is obvious that

�X p;�FðpÞð Þk k � �FðpÞk k: (57)

Therefore, because of the projection operator, the right-

hand side of the differential equation (52) is discontinuous on

the boundary of X. If, at some t, pðtÞ reaches the boundary of

X and �FðpðtÞÞ points out of the boundary, then the right-

hand side becomes the projection of �F onto the boundary.

The state trajectory then evolves on the boundary. In sum-
mary, the projection operator keeps the state trajectory in the

feasible set. At some later time, the state trajectory may enter

a lower dimensional part of the boundary or even go to the

interior of X [53], where the evolution of the state trajectory

is governed by the differential equation

_p ¼ �FðpÞ ¼ �ðSþMpÞ; 8pðtÞ 2 X: (58)

Since �FðpÞ is an affine mapping, the differential equation
in (58) represents an affine system. Moreover, the state

trajectory of this affine system must remain in the feasible

set X. Therefore, the system described by (58) is a cons-

trained affine system [59].

As mentioned before, a cognitive radio network is a hybrid

dynamic system with both continuous and discrete dynamics.

Changes occur in the network due to discrete events such as

the appearance and disappearance of users and spectrum
holes, as well as continuous dynamics described by differential

equations that govern the evolution of transmit power vectors

of users over time. When conditions change due to these kinds

of discrete events, each user will have to solve a new

optimization problem similar to the one described in (2). The

network deviates from the achieved equilibrium point, and it

is desirable to converge to a new one reasonably fast. Also, the

occurrence of an event such as a change in the number of users
or available subcarriers will change the parameters S and M
in (58). Accordingly, the problem is formulated in terms of an

ensemble of subsystems, and the global state space is:

• partitioned into polyhedral regions described in

(45) that follow the varying realizations of the net-

work at different time intervals;

• an affine state equation, similar to that described in

(58), associated with each polyhedral region that
governs the evolution of state trajectory in that region.

It follows, therefore, that the whole network can be modeled

as a constrained piecewise affine (PWA) system [59]:

_p ¼ �MðUÞp� SðUÞ; 8pðtÞ 2 XðUÞ (59)

where U is a key vector, which is a function of time and

discrete events, and describes which affine subsystem is

currently a valid representation of the network [60].

The stationary points of each one of these dynamic
subsystems coincide with the equilibrium points of the cor-

responding game resulting from solving the related optimi-

zation problems. In summary, the occurrence of discrete

events changes the equilibrium point and causes the state

trajectory to deviate from an equilibrium point and therefore

converge to another equilibrium point. Each one of these

equilibrium points may have a region of attraction around it

such that if the system is perturbed, the solution remains in
that region close to the solution of the unperturbed system.

This issue will be studied in the next section.

Iterative algorithms based on time discretization of the

PDS (52) are proposed in [53] for computation of the

system state trajectory. At each time-step t, the proposed

algorithms solve the minimum-norm problem

min
pðtþ1Þ2X

pðtþ 1Þ � pðtÞ � aðtÞF pðtÞð Þ½ �k k (60)

or, equivalently, solve the following quadratic program-
ming problem:

min
pðtþ1Þ2X

1

2
pTðtþ 1Þpðtþ 1Þ

� pðtÞ � aðtÞF pðtÞð Þ½ � � pðtþ 1Þ (61)

where B.[ signifies the dot product. A good approximation

of the state trajectory may be achieved by choosing a small

value for the step-size aðtÞ. It should be noted that

although quadratic programming is indeed computation-

ally demanding, it does not feature in operation of the
robust IWFA; rather it is a burden incurred in carrying out

simulation experiments to study the behavior of the whole

network.

VIII . SENSITIVITY ANALYSIS OF
EQUILIBRIUM SOLUTIONS

The stability of a system is an important issue and deserves

special attention. It can be interpreted as the ability of the

system to maintain or restore its equilibrium state against

external perturbations. In other words, system stability is

linked to system sensitivity to perturbations.
The formulation of the IWFA as AVIðX;S;MÞ is

helpful to study the sensitivity of a solution p� as the pair

ðX;SþMpÞ is perturbed. It would be interesting to know

if the perturbed system has a solution close to p�; and in the

case such a solution exists, if it will converge to p� as the

perturbed AVI approaches the original one. This way of

thinking leads to the concept of solution stability [54]. The

monotonicity conditions play a key role in the analysis of
both local and global stability [53], [54]. The following

definition and theorem are recalled from [54].
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Definition: A mapping F : X 	 R
n ! R

n is said to be:
a) monotone on X if

FðxÞ�FðyÞð ÞT x�yð Þ � 0; 8x;y 2 X (62)

b) strictly monotone on X if

FðxÞ�FðyÞð ÞTðx�yÞ > 0; 8x;y 2 X;x 6¼ y (63)

c) 	-monotone on X for some 	 > 1 if there exists a

constant c > 0 such that

FðxÞ�FðyÞð ÞTðx�yÞ � ckx� yk	; 8x;y 2 X (64)

d) strongly monotone on X if there exists a constant

c > 0 such that

FðxÞ�FðyÞð ÞTðx�yÞ � ckx� yk2; 8x;y 2 X (65)

i.e., if F is 2-monotone on X.

Strong monotonicity implies 	-monotonicity, 	-

monotonicity implies strict monotonicity, and strict mono-

tonicity implies monotonicity, but the reverse is not true.

Theorem 1: Let X 	 R
n be closed convex and F : X 	

R
n ! R

n be continuous.

a) If F is strictly monotone on X, then VIðX; FÞ has at
most one solution.

b) If F is 	-monotone on K for some 	 > 1, then

VIðX; FÞ has a unique solution.

Therefore, VIðX;SþMpÞ has at most one solution if

SþMp is strictly monotone, and it has a unique solution,

p� if SþMp is 	-monotone for some 	 > 1. The local

uniqueness of p� is not sufficient to guarantee the

solvability of the perturbed AVI, but it is important for
sensitivity analysis because every unique solution of a VI

problem is an attractor of all solutions of nearby VIs [54].

Alternatively, the following theorems can be recalled from

[53] about stability of the corresponding PDS.

Theorem 2: Suppose that p� solves VIðX;SþMpÞ. If

the mapping SþMp is strictly monotone at p�, then p�

is a strictly monotone attractor for the PDSðX;SþMpÞ.

Theorem 3: Suppose that p� solves VIðX;SþMpÞ. If
the mapping SþMp is 	-monotone at p� with 	 G 2,

then p� is a finite-time attractor.

Theorem 4: Suppose that p� solves VIðX;SþMpÞ. If
the mapping SþMp is strongly monotone at p�, then p�

is exponentially stable.

Monotonicity of the affine map Mpþ S, where M is

not necessarily symmetric, is equivalent to the condition

that all of the eigenvalues of M have nonnegative real

parts. Also, strict monotonicity, 	-monotonicity, and

strong monotonicity of Mpþ S, as well as the condition

that all of the eigenvalues of M have positive real parts, are
all equivalent [54]. The latter condition is equivalent to

saying that �M is a Hurwitz matrix because in a Hurwitz

matrix, all of its eigenvalues have negative real parts [61].

Since M is a nonnegative real matrix, in this case the

symmetric part of M, (1/2)ðMþMTÞ, will be positive

definite. Therefore, if matrix �M is Hurwitz, the

existence of a unique equilibrium solution for the IWFA

game, which is exponentially stable, will be guaranteed.
As will be clear later, the Hurwitz property of matrix

�M is also needed to guarantee the robust exponential

stability of the system in the presence of multiple time-

varying delays.

In order to get an idea about the conditions under

which matrix �M is Hurwitz in a practical cognitive radio

network, let us regroup the elements of the power vector

in (41) based on subcarriers instead of users

q ¼ ½pk�nk¼1 ¼ p1
1 � � � pm

1

� �
� � � p1

n � � � pm
n

� �� �T
: (66)

Accordingly, by rearranging rows and columns of matrix

M, the following block diagonal matrix is obtained:

N ¼
M1 � � � 0

..

.
� � � ..

.

0 � � � Mn

2
64

3
75 (67)

where Mks are tone matrices [42]

Mk ¼
1 � � � �1m

k

..

.
� � � ..

.

�m1
k � � � 1

2
64

3
75: (68)

Matrices M and N have the same set of eigenvalues.

Regarding the block diagonal structure of matrix N, if all

of the eigenvalues of every tone matrix Mk have positive

real values or if the symmetric part of every tone matrix

ð1=2ÞðMk þMT
k Þ is positive definite, then �M will be

Hurwitz. If tone matrices are strictly diagonally dominant,

then their symmetric parts will be positive definite.
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Therefore, the following condition guarantees that �M
will be Hurwitz:

Xm

j¼1;6¼i

�
ij
k G 1; 8i ¼ 1; . . . ;m; 8k ¼ 1; . . . ; n: (69)

For instance, if

�
ij
k G

1

m� 1
; 8i; j ¼ 1; . . . ;m; 8k ¼ 1; . . . ; n (70)

the Hurwitz condition will be guaranteed [39]–[42].

As shown in (6), the interference gains �
ij
k depend on the

distance between a receiver and its own transmitter relative

to its distance from other active transmitters in the network.

Therefore, the Hurwitz condition of matrix�M depends on

the topology of the network. Roughly speaking, if each user’s

receiver has the proper distance from its own transmitter,

which is short compared to its distance from other active
transmitters in the network, then it can be guaranteed that

the network will reach a stable unique equilibrium.

The existence and uniqueness results for IWFA are

extended in [25] and [42], and broader conditions are

obtained compared to those presented in [39]–[41].

However, the condition (69) provides insight on the

stability of real-life cognitive radio networks.

IX. RETARDED EQUILIBRIA

The feedback channel plays a fundamental role in the

design and operation of cognitive radio. Indeed, feedback

is the facilitator of intelligence, without which the radio

loses its cognitive capability. The discovery of spectrum

holes prompts the need to establish the feedback channel

from the receiver to the transmitter of a cognitive radio. In
other words, a fraction of the available spectrum holes is

used for the feedback channel to send relevant information

from a user’s receiver to its transmitter to take the appro-

priate action. In effect, therefore, feedback channels are

not fixed and instead of having permanent feedback, we

have sporadic feedback. Also, in order to be conservative in

consuming the precious bandwidth that can be used for

data transmission, the feedback should be low-rate and
quantized. Therefore, rather than sending the actual values

of the required parameters identified by the radio scene-

analyzer, the practical approach is to feed their respective

quantized values back to the transmitter [2].

Feedback may naturally introduce delay in the control

loop and different transmitters may receive statistics of

noise and interference with different time delays. More-

over, the sporadic feedback causes users to use outdated
statistics to update their power vectors. The time-varying

delay in the control loop degrades the performance and may
cause stability problems. Analysis of stability and control of

time-delay systems is a topic of practical interest and has

attracted the attention of many researchers [62]–[65].

Robust stability of the system under time-varying delays is

the focus of this section. The dynamic model of the previous

sections can be used to find out if the network is able to

achieve a retarded equilibrium, which is stable. If an equi-

librium point is not stable, the system may not be able to
maintain that state long enough because of perturbations,

and there is the potential possibility that an equilibrium

cannot even be established.

The dynamic model of (52) will be a PDS with delay

(PDSD) [66] in the form of the following functional
differential equation (FDE) [67], [68]:

_pðtÞ ¼ �X pðtÞ;�FdðpÞð Þ: (71)

The dot in _pðtÞ denotes differentiation. Fd can be

written as

FdðpÞ ¼

F1 p1ðtÞ;p�1ðStÞð Þ
..
.

Fi piðtÞ;p�iðStÞð Þ
..
.

Fm pmðtÞ;p�mðStÞð Þ

2
6666664

3
7777775

(72)

where p�iðStÞ denotes a continuous-time asynchronous
adjustment scheme similar to (10).

Let the given initial point be t0. In order to determine

the continuous solution pðtÞ of (71) for t > t0, we need to

know a continuous initial function FðtÞ, where pðtÞ ¼ FðtÞ
for t0 � � i;j � t � t0, 8i; j ¼ 1; . . . ;m. The initial function

may be obtained from measurements. Since the system

described in (71) and (72) is a multiple-delay system, each

deviation defines an initial set �
i;j
t0 consisting of point t0

and those values t� � i;jðtÞ for which t� � i;jðtÞ G t0 when

t � t0 [69].

Therefore, the initial condition for system (71) is

pð
Þ ¼ Fð
Þ; 8
 2 �t0 (73)

where F : �t0 7!R
m�n is a continuous norm-bounded

initial function [69], [70] and

�t0¼
[m
i;j¼1

�
i;j
t0

¼
[m
i;j¼1

t 2 R : t¼��� i;jð�Þ�0; �� t0

� �
: (74)
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FdðpÞ in (72) can be written as the following summation:

FdðpÞ ¼ pðtÞ þ
Xm

i¼1

Xm

j¼1;6¼i

M
ij
dp t� � i;jðtÞ
� �

þ
Xm

i¼1

Xm

j¼1;6¼i

�M
ij
dp t� � i;jðtÞ
� �

þ vðtÞ (75)

where M
ij
d is obtained by replacing all the blocks in M except

Mij by n� n zero matrices; and �M
ij
d is a perturbation in

M
ij
d. The term v is the combined effect of the background

noise in both forward and feedback channels.

Therefore, the associated constrained affine system
that governs the network’s dynamics is described by the

differential equation

_pðtÞ ¼ �pðtÞ �
Xm

i¼1

Xm

j¼1;6¼i

M
ij
dp t� � i;jðtÞ
� �

�
Xm

i¼1

Xm

j¼1; 6¼i

�M
ij
dp t� � i;jðtÞ
� �

� vðtÞ (76)

8pðtÞ 2 X, which is a multiple time-varying delay system

with uncertainty. It can be written as

_pðtÞ ¼ �pðtÞ �
Xmðm�1Þ

‘¼1

M‘
dp t� �‘ðtÞ
� �

�
Xmðm�1Þ

‘¼1

�M‘
dp t� �‘ðtÞ
� �

� vðtÞ: (77)

This reformulation is an instance of the general systems

that were studied in [70]. Following the approach of [70],

we assume that 8t � t0, the time-varying delays �‘ðtÞ
satisfy

�‘ðtÞ � �ðtÞ � �� (78)

_� � � G 1 (79)

where �� > 0, � � 0, and �ðtÞ is a strictly positive
continuous differentiable function. Also, the uncertain-

ties are assumed to be bounded for all p and at all times,

such that

vðtÞk k � bdkpk (80)

�M‘
dpðtÞ

��� �� � b‘dkpk (81)

where bd � 0 and b‘d � 0. If there exist  � 1 and � > 0
such that

pðtÞk k �  sup

2�t0

pðtÞk kf ge��ðt�t0Þ (82)

then the uncertain time-delay system of (77) is said to be

robustly exponentially stable with a decay rate of �. In
other words, the trivial solution p ¼ 0 of the system is

exponentially stable with a decay rate of � for all

admissible uncertainties [70].

Regarding the fact that

Iþ
Xmðm�1Þ

i¼1

M‘
d ¼M (83)

we conclude the robust exponential stability of the net-

work from [70, Th. 4], which is repeated here with some

modification to conform to our problem.

Theorem 5: Consider the system (77) with initial con-

dition (73) and assume that�M is a Hurwitz stable matrix

satisfying

keMtk � ce��t (84)

for some real numbers c � 1 and � > 0. On the left-hand

side of the above equation, e denotes a matrix exponential

operator. If the inequality

c

�
��
Xmðm�1Þ

i¼1

�i
1 þ �i

2

� �
þ bd þ

Xmðm�1Þ

i¼1

bi
d

" #
G 1 (85)

holds, then the transient response of pðtÞ satisfies

pðtÞk k �  sup

2�t0

Fð
Þk kf ge��
R t

0

d

�ð
Þ; 8t � 0;  � 1 (86)

where

�i
1 ¼ Mi

d

�� ��þ Mi
d

�� ��bd (87)

�i
2 ¼

Xmðm�1Þ

j¼1

Mi
dM

j
d

��� ���þ Mi
d

�� �� Xmðm�1Þ

j¼1

b
j
d (88)
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and � > 0 is the unique positive solution of the
transcendental equation

1� c

�
bd �

�

��ð0Þ ¼ �3
c

�
e

�
1�� (89)

where

�3 ¼ ��
Xmðm�1Þ

i¼1

�i
1 þ ��e

�
1��
Xmðm�1Þ

i¼1

�i
2 þ

Xmðm�1Þ

i¼1

bi
d: (90)

Furthermore, the system described by (77) and (73) is

robustly exponentially stable with a decay rate �=�� .

The left-hand side of the transcendental equation in
(89) is a continuous decreasing function of �, and its right-

hand side is a continuous increasing function. By virtue of

(85) at � ¼ 0, the right-hand side is less than the left-hand

side. Therefore, (89) has a unique positive solution, as

desired.

X. COMPUTER EXPERIMENTS

Simulation results are now presented to support the

theoretical discussions of the previous sections. In simula-

tions, similar to [42] and [43], the background noise levels

�i
k, the normalized interference gains �

ij
k, and the power

budgets pi
max are chosen randomly from the intervals

(0,0.1=ðm�1)), (0,1=ðm�1)), and ðn=2; nÞ, respectively,

with uniform distributions. The randomly chosen values for

interference gains �
ij
k, which are less than 1=ðm� 1Þ,

guarantee that the tone matrices will be strictly diagonally

dominant [39]–[41]. Thus, the corresponding matrix �M
will be Hurwitz. Also, the chosen values for noise levels and

power budgets guarantee that the worst case pi
max=�

i
k per

subcarrier will be close to 7 dB. For scenarios that consider

the time-varying delay in the control loops, delays are

chosen randomly in a broader range than what is allowed by

the constraints given in Section IX on the delays, but con-
straints on perturbation terms are met.

A. Robust IWFA Versus Classic IWFA
The transmit power control problem in a cognitive radio

network using the classic IWFA and its robust version were

presented in Sections IV and V, respectively. In a cognitive

radio network, when a spectrum hole disappears, users may

have to increase their transmit powers at other spectrum
holes, and this increases the interference. Also, when new

users join the network, current users in the network

experience more interference. Therefore, the joining of

new users or the disappearance of spectrum holes makes the

interference condition worse. Also, the cross-interference

between users is time-varying because of the mobility of the

users. Results related to two typical but extreme scenarios are

presented here to show superiority of the robust IWFA (15)
over the classic IWFA (2) in dealing with the above issues.

The first scenario addresses a network with m ¼ 5 nodes

and n ¼ 2 available subcarriers, and all of the users

simultaneously update their transmit powers using the

interference measurements from the previous time-step. At

the fourth time-step, two new users join the network,

which increases the interference. The interference gains

are also changed randomly at different time instants to
consider mobility of the users. Figs. 3 and 4 show the

transmit power of three users (users one, four, and seven)

at two different subcarriers for the classic IWFA and robust

IWFA, respectively. At the second subcarrier, the classic

IWFA is not able to reach an equilibrium. Data rates

achieved by the chosen users are shown too. Also, the total

Fig. 3. Resource allocation results of simultaneous IWFA when two

new users join a network of five users and interference gains are

changed randomly to address the mobility of the users. (a) Transmit

powers of three users at two subcarriers. (b) Data rates of three users

and the total data rate in the network.
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data rate in the network is plotted against time, which is a

measure of spectral efficiency. Although the average sum
rate achieved by the classic IWFA is close to the average

sum rate of the robust IWFA, it fluctuates, and in some

time instants the data rate is very low, which indicates lack

of spectrally efficient communication. Although the oscil-

lation occurs mainly because of using simultaneous update

scheme, it also highlights practical effectiveness of the

robust IWFA.

In the second scenario, a network with m ¼ 5 nodes
and n ¼ 4 available subcarriers is considered. Again, at the

fourth time-step, two new users join the network, but at

the eighth time-step, the third subcarrier is no longer

available (i.e., a spectrum hole disappears). Results are

shown in Figs. 5 and 6, which show superiority of the

robust IWFA. For classic IWFA, immediately after the

Fig. 4. Resource allocation results of simultaneous robust IWFA when

two new users join a network of five users and interference gains are

changed randomly to address the mobility of the users. (a) Transmit

powers of three users at two subcarriers. (b) Data rates of three users

and the total data rate in the network.

Fig. 5. Resource allocation results of simultaneous IWFA when two

new users join a network of five users, a subcarrier disappears, and

interference gains are changed randomly to address the mobility of the

users. (a) Transmit powers of three users at four subcarriers. (b) Data

rates of three users and the total data rate in the network.
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disappearance of the third subcarrier, power in the fourth
subcarrier starts to oscillate. After changing the interfer-

ence gains randomly, we observe the same behavior in

other subcarriers. In contrast to the robust IWFA, the

classic IWFA fails again to achieve an equilibrium.

As mentioned previously, sporadic feedback introduces a

time-varying delay in the transmit power control loop, which

causes different users to update their transmit powers based

on outdated statistics. For instance, when the network
configuration and therefore interference pattern changes,

some users receive the related information after a delay. If

the interference at a subcarrier increases and the transmitter

is not informed immediately, it will not reduce its transmit

power and may violate the permissible interference power

level for awhile until it receives updated statistics of the

interference in the forward channel. Similarly, this may

happen to some users that update their transmit powers at
lower rates compared to others. In the third scenario, a new

user joins a network of three users, who are competing for

utilizing two subcarriers. Each user’s transmitter receives

statistics of the interference plus noise with a time-varying

delay. Fig. 7(a) shows the randomly chosen time-varying

delays introduced by each user’s feedback channel. The sum

of transmit power and interference plus noise at the second

subcarrier at the receiver of each user is plotted in Fig. 7(b)
and (c) for classic IWFA and robust IWFA, respectively.

Dashed lines show the limit imposed by the permissible

interference power level. Although the classic IWFA is less

conservative, it is not as successful as the robust IWFA at

preventing violations of the permissible interference power

level. Similar results are obtained when users update their

transmit powers with different frequencies.

B. Projected Dynamic System
To study the transient behavior of a cognitive radio

network, a scenario is considered for three users and three

subcarriers. BThree[ is chosen merely for the sake of

visualization. Numerical values for parameters are chosen

in the same way that was described at the beginning of this

section. It is assumed that all the users update their power

vectors simultaneously, considering a worst case interfer-
ence condition.

Fig. 8 depicts state trajectories for three users obtained

from a discrete-time approximation of the PDS by solving

the quadratic programming described in (61), when the

following sequence of events happens. First, all three

subcarriers are idle and can be used by the secondary users.

Therefore, the state trajectories evolve in three-dimensional

space (i.e., pi
1pi

2pi
3 space). Then, the second subcarrier is no

longer available and state trajectories enter the two-

dimensional space and evolve in pi
1pi

3 plane. After that, the

same thing happens to the third subcarrier and state

trajectories evolve in one-dimensional space (i.e., pi
1 line).

After a while, subcarrier three becomes idle and therefore

available again. Thus, the state trajectories enter from pi
1 line

to pi
1pi

3 plane. When subcarrier two becomes available again,

Fig. 6. Resource allocation results of simultaneous robust IWFA when

two new users join a network of five users, a subcarrier disappears,

and interference gains are changed randomly to address the mobility

of the users. (a) Transmit powers of three users at four subcarriers.

(b) Data rates of three users and the total data rate in the network.
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state trajectories enter from pi
1pi

3 plane to pi
1pi

2pi
3 space. It is

obvious that the power trajectories enter from higher

dimensional spaces to lower dimensional spaces according

to the number of available subcarriers, and again they go

back to higher dimensional spaces when users have access to

more subcarriers, which is what should happen during a

successful operation. The achieved equilibrium points for

different users as they exist between occurrences of the
mentioned events are shown by stars on their state

trajectories. Also, arrows in Fig. 8 show the direction of

evolution of states for different users.

C. Sensitivity Analysis
To study the solution stability via simulation, the system

of the previous subsection is perturbed and the equilibrium

point of the perturbed system is calculated. Results at three
different subcarriers are shown separately in Fig. 9. As the

perturbation terms decay and the perturbed system

approaches the original one, the behavior of the perturbed

system converges to the solution of the original system,

which is shown by stars in Fig. 9. The arrows show the

direction, in which the solution of the perturbed system

converges to the solution of the original system. This exper-

iment validates the notion of solution stability that was
discussed previously.

When delays, introduced by the feedback channels, are

considered, it may take longer for both the original system

and the perturbed systems to achieve an equilibrium.

Fig. 7. Resource allocation results of IWFA when interference gains

change randomly with time and users use outdated information to

update their transmit powers. (a) Time-varying delays introduced by

each user’s feedback channel. Sum of transmit power and interference

plus noise for four users achieved by (b) classic IWFA. (c) Robust IWFA.

Dashed lines show the limit imposed by the permissible interference

power level.

Fig. 8. Power trajectories for a network of three users with three

available subcarriers obtained from the associated PDS when both the

interference gains and the number of subcarriers change by time.

Direction of evolution of states and the achieved equilibrium points

are shown by arrows and stars, respectively. Trajectories enter lower

dimensional spaces when spectrum holes disappear and then again go

back to higher dimensional spaces when new spectrum holes are

available. When the second subcarrier is not idle, trajectories enter

p i
1p

i
3 plane, and when the third subcarrier is not also idle anymore,

trajectories enter pi
1 line. After a while, when third and then second

subcarriers become available again, state trajectories go back to pi
1p

i
3

plane and then pi
1p

i
2p

i
3 space.
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Under the conditions mentioned in Section IX, the robust

exponential stability of the system is guaranteed, and

similar results are obtained in simulations for the time-

delay cases with constraints on delays.

D. Multiple Time-Varying Delay System With
Uncertainty

Simulation results for the above network of three users

and three potentially available subcarriers, with a similar

sequence of events, mentioned in Section X-B, are

repeated with asynchronous adjustment scheme. In the

beginning, all three subcarriers are idle and can be used by

secondary users. Then, the second subcarrier is no longer

available, and after that the same thing happens to the
third subcarrier. After a while, subcarriers two and then

three become idle and therefore available again. Power

trajectories and achieved equilibrium points are shown in

Fig. 10. Fig. 11 depicts the random delays in adjustment

schemes � iðtÞ used by different users, which shows that

most of the time users have used outdated information to

update their power vectors. Results confirm the ability of

the system to achieve retarded equilibria under the
conditions given in Theorem 5. By increasing the delay,

the performance of the system will degrade, and eventually

the system becomes unstable.

XI. SUMMARY AND DISCUSSION

A cognitive radio network is a dynamic environment, in

which both users and resources can freely come and go in a
stochastic manner. Therefore, the employed resource-

allocation algorithms must converge fast to be able to utilize

Fig. 9. Solution stability analysis. Solution of the perturbed system

converges to the solution of the original system (shown by stars) as

the perturbed system approaches the original system. Results are

depicted for different subcarriers separately. Arrows show the

direction of convergence.

Fig. 10. Power trajectories for a network of three users with three

available subcarriers obtained from the associated multiple

time-varying delay PDS with uncertainty, when both the interference

gains and the number of subcarriers change by time. Direction of

evolution of states and the achieved equilibrium points are shown by

arrows and stars, respectively. Trajectories enter lower dimensional

spaces when spectrum holes disappear and then again go back to

higher dimensional spaces when new spectrum holes are available.

When the second subcarrier is not idle, trajectories enter pi
1p

i
3 plane;

and when the third subcarrier is not also idle anymore, trajectories

enter p i
1 line. After a while, when second and then third subcarriers

become available again, state trajectories go back to pi
1p

i
2 plane and

then pi
1p

i
2p

i
3 space.
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the available resources before they disappear. Also, these

algorithms need to have the ability to be implemented in a

decentralized manner. Moreover, accounting for uncertain-

ties of the environment is crucial. Having these points in
mind, the best available algorithm in the literature was

picked and modified to suit the cognitive radio environment.

A. The Robust IWFA
The IWFA is a potentially good candidate for resource

allocation in cognitive radio networks because of its low

complexity, fast convergence, distributed nature, and

convexity. Propagation effects are considered in the
formulation of IWFA through the interference gains �

ij
k .

Dimension of the global state space (i.e., dimension of

the problem) is equal to the product of two quantities; the

number of users m and the number of subcarriers n. The

classic IWFA is able to achieve a unique Nash-equilibrium

solution under certain conditions.

A Nash-equilibrium game such as the IWFA can be

reformulated as a VI problem. A nice reformulation of the
IWFA under worst interference conditions, in which all

users transmit with their maximum powers, was presented

in [42] as an AVI problem. Using the AVI reformulation of

IWFA, conditions on interference gains were presented in

[42] that guarantee the existence of a unique Nash-

equilibrium solution. The AVI reformulation also allows us

to associate a dynamic model to the network.

Using the permissible interference power level criteri-
on, the resource-allocation problem in a cognitive radio

network was formulated in the IWFA framework. By

trading optimality for robustness, a robust version of the

IWFA, based on the max-min theory, was formulated to

address issues such as appearance and disappearance of

spectrum holes as well as coming and going of users in light

of their mobility. This robust game formulation guarantees

an acceptable level of performance even under worst case
conditions.

B. Control-Theoretic Underpinning of the
Robust IWFA

Building on [42], the transmit power control problem in

a cognitive radio network under worst interference

conditions was presented as an AVI problem. Employing

the theory of PDS, an affine dynamic model was obtained

for the evolution of the network’s state. This dynamic

model allows us to study both equilibrium and disequilib-

rium behavior of the network under worst interference
conditions. The proposed dynamic framework also facil-

itates sensitivity and stability analysis of the system. The

fact that changes happen in a cognitive radio network

because of continuous dynamics as well as discrete events

makes it a hybrid dynamic system. Modeling the system

using the theory of PDS lends itself to describing the

cognitive radio network as a constrained PWA system and

therefore benefiting from various mathematical tools,
which have been well demonstrated in control theory.

The AVI formulation of the transmit power control

problem allows us to study the solution stability. Alterna-

tively, the same results are obtained from a stability

analysis of the associated PDS. Under some conditions on

interference gains, if the system is perturbed, the behavior

of the perturbed system converges to the behavior of the

original system as the perturbed system approaches the
original one.

Usually users use asynchronous update schemes, and

they update their transmit powers at different rates. The

feedback channel introduces a time-varying delay in the

control loop of a cognitive radio system, which means

sometimes users update their transmit powers using out-

dated information. Therefore, the network is, practically

speaking, a multiple time-varying delay system with un-
certainty. Also, the robust exponential stability of the

network was studied in this framework.

C. What We Learned From the
Computer Experiments

Extensive computer experiments were conducted, and

typical results were presented to support the theoretical

discussions. The performance of classic IWFA and robust
IWFA was compared. In some extreme cases because of

occurrence of discrete events such as appearance and dis-

appearance of spectrum holes and users, the IWFA cannot

achieve an equilibrium solution, and calculated results

oscillate in subsequent time-steps especially if we use the

simultaneous update scheme. This confirms the point that in

a PWA system, even if all subsystems are stable, the whole

system may become unstable because of switching between
the subsystems. In the presented cases, the robust IWFA was

able to achieve an equilibrium solution. Also, when some

users update their transmit powers with lower frequencies

or use outdated information, the robust IWFA can prevent

violating the permissible interference power level. Classic

IWFA lacks this ability, although it achieves less conservative

data rates. These results show the superiority of the robust

Fig. 11. Time-varying delay introduced by feedback channels in

transmit power control loops for a network of three users.
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IWFA over the classic IWFA in dealing with different
practical issues in a cognitive radio environment.

Simulations were conducted to show the concept of

solution stability. The system was perturbed and its equi-

librium solution calculated. By decaying the perturbation

terms, the equilibrium solution of the perturbed system

converged to the equilibrium solution of the original system.

The ability of the dynamic model, obtained using PDS

theory, was validated by simulations for both delay-free
and multiple time-varying delay cases. The results pre-

sented here show that by appearance and disappearance of

spectrum holes, the state trajectory of the network enters

higher and lower dimensional subspaces in the global state

space, respectively.

D. Future Work
This paper studied the resource allocation problem in a

cognitive radio network considering a totally competitive

framework. For future work, we plan to consider cooperative

scenarios and study what can be gained by consuming a

portion of the resources for coordination between users. h

APPENDIX I
GLOSSARY OF SYMBOLS
�

ij
k Normalized interference gain from transmitter j to

receiver i at subcarrier k.

�k Frequency-dependent attenuation parameter asso-

ciated with subcarrier k.

�i
k Lagrange multiplier associated with the constraint

imposed by the permissible interference power level.

�i
k Lagrange multiplier associated with the constraint

that prevents cognitive radios to transmit over non-

idle subcarriers.
� Decay rate.

� Signal-to-noise ratio gap.

�X Projection operator onto the feasible set X.

v Combined effect of the background noise in both

forward and feedback channels in the network.

�i
k Normalized background noise power at the receiver

input of user i on subcarrier k.

Si Normalized background noise power vector at the
receiver input of user i.

S Normalized background noise power vector of the

network.

� iðtÞ Time-varying delay introduced by user i’s feedback

channel.

� ijðtÞ Time-varying delay with which user i receives

update information from user j.
� Initial function.
�i

t0 Initial set associated with user i.
�t0 Initial set for the network.

aðtÞ Step-size.

CAPk Permissible interference power level at subcarrier k.

dij Distance from transmitter j to receiver i.
f i Objective function of user i.
�f Frequency offset.

h
ij
k Channel gain from transmitter j to receiver i over the

flat-fading subchannel associated with subcarrier k.

Ii
k Noise plus interference experienced by user i at

subcarrier k.
�Ii

k Nominal noise plus interference experienced by

user i at subcarrier k.

�Ii
k Perturbation term in noise plus interference expe-

rienced by user i at subcarrier k.

Ii Noise plus interference vector experienced by user i.
eIi Perturbation term in noise plus interference vector

experienced by user i.
Ki Feasible set of user i.
K Feasible set of the network.

Li Lagrangian of the optimization problem for user i.
M Matrix of normalized interference gains.

Mk Tone matrix associated with subcarrier k.

Mij Diagonal matrix, which its diagonal elements are
normalized interference gains from transmitter j to

receiver i at different subcarriers.

m Number of active cognitive radio transceivers in the

region of interest.

n Total number of subcarriers in an OFDM framework

that can be potentially available for communication.

pi
k User i’s transmit power over subcarrier k.

pi User i’s power vector.
p�i Joint power vectors of users other than user i.
p Network power vector.

p� Nash equilibrium point.

pi
max User i’s maximum power.

PS Subset of subcarriers that cannot be assigned to

cognitive radios.

r Path-loss exponent.

SðpÞ Set of inward normals at p 2 X.
St Adjustment scheme at time t.
t Time.

ui Lagrange multiplier associated with maximum

power constraint.

X Feasible set of the network under worst-case inter-

ference condition that each transmitter transmits

with its maximum power.

intX Interior of the feasible set X.
@X Boundary of the feasible set X.
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