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Abstract 
Present-day electronics are fast approaching fundamental limits of size and speed based on their 

material composition and mode of operation. Two-dimensional (2D) materials—because of 

their reduced dimensionality—can host a variety of novel quantum effects which, when 

exploited, can overcome these limits. Incorporating these 2D materials for next-generation 

electronics will rely on precise structuring at the nanoscale. Owing to their tunability and self-

assembly capability, organic molecules as building nanounits allow for the bottom-up on-

surface precise synthesis of 2D materials with tailored structural, electronic, and magnetic 

properties. The on-surface self-assembly of 2D organic nanostructures rely on the interplay 

between substrate-mediated and intermolecular interactions. These interactions affect the 

structural and electronic properties of the self-assemblies, making their understanding crucial. 

Here, I considered self-assembled 2D organic nanostructures on different substrates. 

These organic nanostructures are comprised of 9,10-dicyanoanthracene (DCA) molecules 

whose cyano-functional groups allow for versatile in-plane molecular-molecular interactions 

via hydrogen- or metal-ligand bonding. 2D DCA-based organic nanostructure have also been 

predicted to host novel quantum phenomena such as topologically protected electronic states 

and strong electron-electron interactions. Using scanning tunnelling microscopy (STM), 

scanning tunnelling spectroscopy (STS) and non-contact atomic force microscopy (nc-AFM) 

techniques, I studied the structural and electronic properties of self-assembled 2D DCA-based 

systems for a variety of intermolecular and substrate-mediated interactions. 

On a noble metal Ag(111) surface, I demonstrated the synthesis of a self-assembled 2D 

DCA molecular film. The charge state of the molecules within the film can be altered, 

depending on its adsorption site, by an STM-tip-induced electric field. Limited molecule-

substrate interactions resulted in an effective tunnelling barrier between DCA and Ag(111) that 

enabled electric-field-induced population of the lowest unoccupied molecular orbital (LUMO), 

i.e., charging of the molecule. Subtle site-dependent variation of the DCA adsorption height 

translates into a significant spatial modulation of the LUMO energy, effective molecule-surface 

tunnelling barrier and, consequently, likelihood of charging of the molecules. The weak 

molecule-substrate interactions is further corroborated by a nearly free-like dispersion 

behaviour, measured via Fourier-transformed (FT) STS, for electrons at the interface between 

the DCA film and the underlying Ag(111) substrate. These results are important in the 

consideration and design of electrically addressable organic quantum dots at the nanoscale. 

 I further demonstrated the synthesis of a 2D metal-organic framework (MOF) where 

the DCA molecules form a kagome arrangement via coordination with copper atoms on 
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Ag(111). Using STS, I observed the Kondo effect at the Cu and DCA sites within the MOF, 

signalling the screening of local magnetic moments by the underlying Ag(111) conduction 

electrons. Facilitated by weak molecule-substrate interactions, corroborating density functional 

theory and mean-field Hubbard calculations (performed by collaborators) show that these 

moments resulted from strong electron-electron interactions within the MOF. This is the first 

time that the effect of strong electron-electron interactions in a 2D molecular film is observed 

directly. This can have important implications for the design of 2D organic materials where 

controllable electron-electron interactions lead to tuneable electronic quantum phase 

transitions. 

 Finally, I demonstrated the self-assembly of a 2D DCA molecular film on an insulating 

hBN monolayer grown on Cu(111), whose molecular arrangement is similar to DCA/Ag(111), 

indicative of weak molecule-substrate interactions. The LUMO energies for the molecules were 

found to be much higher than those on Ag(111) due to the absence of metal screening by the 

underlying hBN substrate. Similar to DCA/Ag(111), we further found significant spatial 

modulation of the DCA LUMO energies which, by means of vacuum alignment, followed the 

known spatial modulation of the hBN/Cu(111) surface work function. This presents serious 

implications for the use of thin insulators as means to electronically decouple organic nanofilms 

from the underlying substrate support. 

 Overall, this thesis highlights the tailoring of the electronic properties of on-surface 2D 

organic self-assemblies (e.g., strong electron correlations, field-induced charging of molecules) 

by means of different intermolecular (e.g., hydrogen-bonding, metal-ligand bonding) and 

substrate-mediated (e.g., metal screening, surface work modulation, metal-molecule potential 

barrier) interactions. This paves the way for the rational design of 2D organic nanostructures 

with tailored electronic and structural properties for next-generation electronics.
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Chapter 1  

Introduction 
 

1.1 Future of Electronics: Top-down vs Bottom-up 
Electronics are ubiquitous in our daily lives and form the bedrock of our modern technological 

advances. Inherently, electronics rely on the control of charge flow, i.e., current. A transistor is 

a device that enables such control. Since the development of the transistor in 1947 [1], the field 

of conventional electronics have seen unprecedented improvements in speed and efficiency, 

both of which can be attributed to the exponential progress in device miniaturisation [2]. These 

improvements are to meet a seemingly insatiable demand for a more technologically driven 

society. This could, for example, be in the form of needing to perform complex computations 

more quickly or being able to store data in even smaller devices. In any case, these 

improvements are not without limit, as current electronic components, e.g., transistors, are 

limited in how small they can be made since quantum effects become a considerable challenge 

to overcome at the nanoscale [3, 4]. Furthermore, the intrinsic non-zero resistance of these 

devices inevitably leads to a significant loss of energy which is dissipated via heat i.e., Joule 

Heating [5]. This introduces a severe limitation on the absolute efficiency that conventional 

electronics can attain. 

Next-generation electronic architectures have been proposed to overcome these 

limitations. These include, but are not limited to, the use of quantum dots (QD)—atom-like 

objects with externally tuneable discrete electronic states—as single-electron transistors [6], 

the incorporation of newly discovered class of matter with dissipation-less charge transport, 

i.e., topological insulators [7], and the manipulation and use of strongly correlated matter where 

electron-electron interactions are dominant [8]. While the fabrication of conventional electronic 

components has greatly benefitted from processes that make big structures smaller, i.e., “top-

down” approaches (e.g., electron-beam writing [9], advanced lithography techniques [10]; see 

Figure 1.1), these next-generation electronics require precise structuring at the nanoscale that 

is not offered by these top-down approaches [11, 12]. A viable alternative would be to employ 

a so-called “bottom-up” approach to the nanofabrication of these next-generation electronic 

components [13] (see Figure 1.1). This entails the growth of functional components from 

smaller building blocks (atoms, molecules, or both) in a controlled and predictable manner. 
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Figure 1.1: Top-down vs bottom-up approaches to nanofabrication. The schematic shows two 
different routes to the fabrication of functional nanostructures, which in this case is represented by 
Carbon dots. Top-down methods involve reducing bulk material, e.g., by mechanical grinding, to smaller 
fragments until desired functionalities are achieved. Bottom-up methods involve growing desired 
functional materials from even smaller units, e.g., from individual molecules. This schematic is 
reproduced from ref. [14] under a Creative Commons Attribution 4.0 International License. 

1.2  Organic Molecules as Building Blocks  
Carbon-containing molecules, i.e., organic molecules, represent a promising class of materials 

as building blocks within the bottom-up approach [15]. Generally, these molecules, which are 

semiconducting, have low manufacturing costs and are easy to fabricate from precursor 

components thanks to the vast expertise offered by the field of organic chemistry. Furthermore, 

these molecules tend to have a reduced environmental impact compared to inorganic molecules 

[16, 17]. These properties, in addition to their small size and weight, stability, and mechanical 

properties [18], make organic molecules suitable for a more sustainable and cheaper route to 

the manufacturing of functional components.  

 More crucially, the interactions between organic molecules can lead to the self-

assembly of larger and more complex superstructures [15, 18], making these molecules ideal 

building blocks within the context of the bottom-up approach to nanofabrication of functional 

components. Molecular self-assembly is a key concept in supramolecular chemistry—which is 

a field in chemistry that concerns weaker and reversible non-covalent interactions between 

molecular species [19]. Via well-established techniques of supramolecular chemistry, 

exploiting the self-assembly process through these intermolecular interactions (which include 
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hydrogen bonding, van der Waals forces, π-π interactions, and metal coordination [15]) has 

allowed for a vast array of different applications such as organic solar cells [20], organic light 

emitting diodes (OLEDs) [21, 22], gas-sensors [23], and organic field-effect transistors 

(OFETs) [24].  

 Typically, these intermolecular interactions can be tuned (and therefore affect the self-

assembly process) thanks to the tailorability of organic molecules i.e., the synthesis of organic 

molecules with selected physical and chemical properties, functional groups, and symmetries 

[25–27]. Metal atoms can be further introduced in the self-assembly process to facilitate metal-

ligand coordination and/or to provide active sites for catalytic processes [28, 29], to establish a 

mechanism for light absorption [30] or to introduce localized magnetic moments [31–33]. 

Altogether, these factors allow for a rationally designed nanostructure with the desired 

structural, electronic, optical, or magnetic properties. 

1.3 Self-assembled 2D Organic Nanostructures: Progress and Challenges 
The techniques of supramolecular chemistry, originally applied for the synthesis of 3D 

nanostructures in solution, have been extended to on-surface synthesis leading to formations of 

2D (or even 1D) self-assembled surface-supported organic nanostructures [25–27]. These low-

dimensional (2D, 1D or even 0D) materials are systems in which electronic state wavefunctions 

are confined in one dimension for 2D materials, in two dimensions for 1D materials, or in all 

three spatial dimensions for 0D materials. For these materials, these spatial confinements can 

give rise to quantum size effects which can significantly alter their electronic properties as 

compared to their bulk (3D) counterparts. Graphene, a 2D material, is quintessential of this 

where, unlike in 3D graphite, the delocalised π electrons behave like massless Dirac electrons 

[34] and where electron mobilities are remarkably high [35]. The surfaces on which these 2D 

organic nanostructures are synthesised on, via self-assembly, act as a form of support for these 

systems. Additionally, these surface supports can play an important role such as that of an 

electrode in the case of applications for electronic or optoelectronic devices [36].  

Within this scheme of self-assembly on surfaces, molecules (and/or metal adatoms) are 

adsorbed onto a substrate where they can, via an interplay of adsorbate-adsorbate and 

adsorbate-substrate interactions, self-assemble to form ordered nanostructures (see Figure 1.2). 

This growth process, when influenced by temperature, flux and composition of adsorbates, and 

by choice of substrate can lead to a variety of different self-assembled nanostructures [25–27]. 

Therefore, this on-surface synthesis process offers an additional benefit of steering the self-

assembly process of 2D organic nanostructures. 
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Figure 1.2: Self-assembly of organic nanostructures on surfaces. Schematic showing the self-
assembly of a 1D organic nanostructure after the co-deposition of terpyridine-phenyl-phenyl-terpyridine 
(TPPT) molecules and Fe atoms onto a surface. Diffusion of TPPT molecules and Fe atoms on the surface 
enables the metal-ligand coordination between the Fe atoms and the terpyridine (tpy; blue square) groups 
of the TPPT molecules to form a 1D metal-organic chain. The linkages between TPPT molecules in this 
1D chain is given by the tpy-Fe3-tpy bond (red square). This schematic was adapted from ref. [37] under 
a Creative Commons Attribution 4.0 International License. 

In recent years, this approach has been successful at synthesising a variety of 2D 

organic nanostructures ranging from the synthesis of closed-pack structures with square [38, 

39], rectangular [40] and monoclinic lattice [41] structures to the synthesis of porous organic 

systems with well-known honeycomb lattice structures [42, 43] or even the more exotic 

Kagome lattice structure [44]. The transition from a single-walled to a double-walled organic 

nanoporous structure has been demonstrated after a change of a molecular species’ functional 

group [45]. 2D organic self-assemblies based on molecular species possessing a variety of 

functional groups [46–49] has been shown. 2D organic nanostructures resulting from metal-

ligand coordination, i.e., metal-organic frameworks (MOFs), have also been demonstrated via 

on-surface self-assembly with the metallic species in these 2D MOFs having two- [50, 51], 

three- [52, 53] and even four-fold [54, 55] coordination geometries.  

The potential functionalities of these self-assembled 2D organic nanostructure have 

been demonstrated as well. Organic assemblies comprised of multi-molecular species, where 

one molecular species acts as donor molecules (donates electrons away) and another species 

acts as acceptor molecules (accepts electrons), have been synthesised [56]. It has been shown 

that the charge state of these molecules can be controlled via external electric fields. The 

manipulation of charge in these systems—at the single electron level and with nanoscale 

precision—allows for various potential applications [57], e.g., nanoelectronics, memory 
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storage, classical and quantum computing [58], and light-emitting devices [59]. As another 

example, 2D organic self-assemblies where the molecular units possess localized magnetic 

moments have also been synthesised [31, 33]. The resulting arrangement of magnetic moments 

would be important for applications in spintronics [60]. 

Alongside these experimental successes, there have been many theoretical predictions 

of 2D π-extended organic systems hosting useful electronic properties. These include 

predictions of 2D MOFs hosting topologically protected electronic states [61–63], strongly 

correlated electrons [64], flat electronic bands [65], and superconducting phases [66]. While 

these properties are found in inorganic systems, they have yet to be demonstrated 

experimentally for 2D organic nanostructures. These theoretical predictions often concern 2D 

organic systems in their free-standing configuration, i.e., without the substrate present, whereas 

on-surface synthesis via self-assembly exploits interactions between molecules and interactions 

between molecules and the underlying substrate. In the case of the latter, the strength of 

interactions can vary from strong (chemisorption) to very weak (physisorption) molecule-

substrate interactions [26, 67]. Desired molecular properties can be modified or even removed 

altogether due to these interactions. Understanding what effects these interactions (molecule-

molecule and substrate-mediated) can have on the morphology, electronic, and magnetic 

properties of adsorbed molecules remain a key challenge in the bottom-up on-surface synthesis 

of functional 2D organic nanostructures. 

1.4 Thesis Objective and Scope 
The challenges outlined in the previous section prompt a further understanding of the physics 

and chemistry that happens at the nanoscale with regards to molecular self-assemblies on 

surfaces. To this end, my research efforts as presented in this thesis have been directed at 

studying 2D self-assembled organic nanostructures on surfaces and identifying the impact of 

the substrate and the molecular-molecular interactions on the structural and electronic 

properties of the 2D self-assemblies. The work here would further pave the way for rationally 

designed organic nanostructures on surfaces with desired structural, optical, electronic, or 

magnetic functionalities.  

 The focus of my thesis is on a single kind of organic molecule, namely 9,10-

dicyanoanthracene (DCA). This aromatic, mirror-symmetric molecule hosts two reactive 

cyano-functional groups as seen in Figure 1.3a. The aromaticity of the molecule ensures a flat 

adsorption configuration on surfaces. This facilitates in-plane intermolecular interactions via 

the DCA cyano-functional groups through hydrogen bonding with neighbouring molecules. 

These cyano-functional groups can also coordinate, via the nitrogen lone electron pair, with 

different transition metals (e.g., Cu [68, 69], Fe [70], Co [52, 71, 72], Au [68, 73]) to form in-
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plane metal-ligand bonds. Depending on the choice of transition metals, two- [74, 75], three- 

[68, 71, 72], and even four-fold [70, 76] coordination geometries are possible. This versatility 

in intermolecular interactions, aided by the DCA molecules’ small size, can lead to the 

formation of different 2D DCA-based organic nanostructures. Furthermore, the inclusion of 

metal adatoms in these structures permits the ability to tune parameters such spin-orbit coupling 

strengths [63], to introduce catalytic active sites [28, 29], to introduce magnetic moments [31–

33], or to allow for light absorption [30] within these structures. Coupled with the simple 

structure of the DCA molecule, surface-supported 2D organic nanostructures comprising DCA 

molecules are model systems to investigate. Here, I present my study on the impact of the local 

nanoscale environment on the properties of 2D organic nano-assemblies consisting of DCA 

molecules. Changes in the local environment are reflected in the choice of substrates and 

difference in molecular coordination (i.e., inclusion of metallic adatoms in the self-assembly 

process). Low-dimensional DCA-based self-assemblies, so far, have been synthesised on a 

variety of surfaces [52, 53, 73, 77, 78] (see Figures 1.3d,e). Furthermore, theoretical 

predictions of 2D MOFs involving DCA molecules [63, 64, 79, 80] (see Figures 1.3b,c) with 

interesting electronic properties have been put forward. These past experimental and theoretical 

works serve as useful references and/or comparisons to my findings. 

 
Figure 1.3: Experimental and theoretical results for 2D MOFs based on DCA molecules. (a) 
chemical structure of a 9,10-dicyanoanthracene (DCA) molecule. (b)-(c) show theoretically calculated 
electronic band structures for a 2D metal-organic kagome framework resulting from coordination 
between DCA molecules and Cu atoms. The band structures show a presence of flat band and a band gap 
at the Dirac point. Within this band gap, there exists topologically protected edges states. (d) STM 
imaging of a 2D MOF kagome framework resulting coordination between DCA molecules and Co atoms 
on Graphene/Ir(111). Scale bar is 1 nm. (e) Structural schematic for the 2D MOF seen in (d). (b)-(c) were 
adapted with permission from ref. [63]. Copyright (2016) American Chemical Society. (d)-(e) were 
adapted with permission from ref. [52]. Copyright (2018). American Chemical Society. 
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 Two important aspects of the work presented here include the following: (i) growth, 

and (ii) characterisation of the self-assembled 2D organic nanostructures. Chapter 2 presents 

an overview and theoretical description of the growth techniques used in this work. Here, I will 

highlight the sample preparation details for the various self-assemblies presented throughout 

this thesis. Concurrent to the advances in on-surface synthesis of low-dimensional organic self-

assemblies is the advances in surface-sensitive probing techniques such as scanning probe 

microscopy. In this chapter, I will further present such techniques employed to characterise the 

structural and electronic properties of the self-assembled surface-supported organic 

nanostructures. More specifically, I will introduce imaging techniques such as scanning 

tunnelling microscopy (STM) and non-contact atomic force microscopy (nc-AFM) that enables 

the structural characterisation of on-surface structures with atomic resolution. Complementary 

techniques such as scanning tunnelling spectroscopy (STS) which enables electronic 

characterisation of the on-surface system with sub-nano precision is introduced here as well. 

To afford such precision, these characterisation efforts (STM, nc-AFM and STS measurements) 

were performed in a highly controlled environment e.g., in ultrahigh vacuum (UHV) conditions 

and at low temperatures (~5 K). These controls are also introduced here. 

 Having introduced the growth and characterisation techniques that I have employed as 

part of this work, I then present the results in Chapter 3 on self-assembled 2D organic array of 

molecules comprising only hydrogen-bonded DCA molecules on a noble metal surface, 

Ag(111). This substrate choice is motivated by: (i) its chemical inertness; (ii) the Ag(111) 

hexagonal surface symmetry to optimise for the synthesis of three-fold coordination structure 

e.g., DCA3Cu2 MOF structure [63]; and (iii) established self-assembly protocols on noble metal 

surfaces. In this chapter, I present an extensive characterisation of the structural and electronic 

properties of the DCA molecules within the molecular self-assembly. We find that these 

molecules exhibit electric field-controlled spatially periodic charging on the metal surface, i.e., 

the charge state of DCA can be altered (between neutral and negative), depending on its 

adsorption site, by the local electric field induced by the scanning tunnelling microscope tip. 

We rationalise this phenomenon with the weak interactions between the DCA molecule and the 

underlying Ag(111) surface. Comparisons with the on-surface DCA dimers on Ag(111) 

suggests that the full participation of the DCA cyano-functional groups in the 2D organic array 

mitigates strong bonding with the underlying surface, resulting in weak metal-molecule 

interactions. These results are important in the consideration and design of electrically 

addressable organic quantum dots at the nanoscale and have been published [81].  

 In Chapter 4, I present results complementary to the results presented in the previous 

chapter. The Ag(111) surface hosts a 2D electron gas-like state which results naturally from the 

break in crystal translational symmetry at the surface [82]. This so-called surface state has been 
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studied extensively and has a well-known energy onset and dispersion [83]. Here, I present 

results showing a 2D electron gas-like state at the interface between the self-assembled DCA 

molecular array and Ag(111). This interface state is derived from an upshift in the energy of 

the Ag(111) surface state. In this chapter, I show by means of STS or more precisely, Fourier-

transformed STS (FT-STS), the energy dispersion of this interface state. We find subtle 

deviations from a free electron-like dispersion at high energies particularly for electron 

wavevectors close to satisfying the Bragg condition [84]. Deviations in the free electron-like 

dispersion behaviour at the organic-metal interface can translate to significant alteration of the 

electronic properties of 2D organic nanostructures at energies where these deviations are 

detected. 

 In Chapter 5, I present results of a self-assembled 2D MOF on Ag(111) as a direct 

result of metal-ligand coordination between DCA molecules and Cu atoms co-adsorbed onto 

Ag(111). We find that the resulting MOF is ordered according to a kagome crystal structure—

where the DCA molecules are arranged in corner-sharing equilateral triangles as predicted in 

ref. [63]. Using temperature-dependent STS measurements, we reveal Kondo screening [31, 

85, 86] by the underlying metal surface conduction electrons, of magnetic moments localized 

at Cu and DCA locations within the MOF. Through complementary theoretical considerations, 

we rationalize the (indirect) observation of local magnetic moments as a result of strong 

correlations between the kagome MOF electrons [85]. The results in this chapter reveals the 

first direct experimental demonstration of strongly correlated electrons in an atomically thin 2D 

metal-organic framework. This can have crucial implications for correlated electron electronics 

based on organic materials. 

 The results presented in Chapters 3, 4 and 5 are all regarding organic nanostructures 

synthesised on noble metal surfaces where on-surface synthesis of 2D organic nanostructures 

via self-assembly is well-established. It is desirable to perform on-surface synthesis of these 

structures on insulating substrates where these substrates can act as decoupling layers to 

preserve the intrinsic electronic characteristics of molecular adsorbates [87, 88]. However, 

synthesis of these structures via self-assembly on insulating substrates remain limited [55, 89–

95]. In Chapter 6, I present results on self-assembled 2D DCA molecular films on an ultrathin 

insulating hexagonal boron nitride (hBN) monolayer grown on Cu(111). Most significantly, we 

find that the modulation in the work function of hBN/Cu(111) results in the modulation of the 

energy of the DCA lowest unoccupied molecular orbital (LUMO) adsorbed on hBN/Cu(111). 

Here, while thin insulating layers are efficient for electronic decoupling between adsorbates 

and the underlying metal (i.e., negligible metal-molecule interactions), spatial variations of the 

substrate work function can severely affect the adsorbate’s energy level alignment. This has 
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important ramifications in the electronic functionality of the organic self-assembly on these 

insulating layers and must be considered.  

 Finally, I summarise the results presented in this work in Chapter 7. I further provide 

an outlook of how these findings relate to the overarching research goals outlined in this 

chapter. I also discuss future possible experiments to further extend my findings. 
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Chapter 2  

Experimental Overview 
 

The study of 2D organic self-assemblies on surfaces necessitates the growth and 

characterisation of these systems. In this chapter, I describe the growth and characterisation 

techniques that I have employed throughout this dissertation. I begin by discussing the growth 

techniques (section 2.1), namely, molecular self-assembly via on-surface supramolecular 

chemistry. Here, I provide specific details on sample preparation which includes preparation of 

the substrate upon which these 2D organic nanostructures are grown. Following this, I describe 

the characterisation techniques used to study these self-assemblies. These include surface-

sensitive techniques such as scanning tunnelling microscopy (STM; section 2.2), scanning 

tunnelling spectroscopy (STS; section 2.3) and non-contact atomic force microscopy (nc-AFM; 

section 2.4). Altogether, these growth and characterisation techniques were carried using the 

state-of-the-art low-temperature scanning probe microscope (LT-SPM), located at the New 

Horizons Research Centre (Monash University, Australia). Details of this set-up is provided in 

section 2.5. 

2.1 Organic Nanomaterial Growth Techniques  

2.1.1 On-surface supramolecular chemistry  
Supramolecular chemistry—the development of which led to the awarding of the 1987 Nobel 

Prize in Chemistry to Donald J. Cram, Jean-Marie Lehn and Charles J. Pedersen [19]—focuses 

on reversible noncovalent interactions between organic species. These noncovalent interactions 

include, but are not limited to, hydrogen bonding, van der Waals interactions, 𝜋𝜋-𝜋𝜋 interactions 

and electrostatic interactions [96]. Interactions such as metal-ligand coordination are also 

considered provided their bonding strengths are not too large [96]. Techniques of 

supramolecular chemistry can be used to direct the molecular recognition and subsequently 

self-assembly capabilities of individual organic species to form, in-solution and from the 

bottom-up, a wide variety of 3D organic nanostructures. This is shown schematically in Figure 

2.1. Over the past few decades, 3D organic nanostructures synthesised via molecular self-

assembly have seen applications in sensing [97], molecular machines [98], catalysis [98, 99], 

green chemistry [100–102]. 
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Figure 2.1: Bottom-up synthesis of 3D organic nanostructures via self-assembly. Tailoring the 
individual organic building nanounits (top) can direct the molecular recognition and self-assembly of 
these molecules to form different 3D organic nanostructures (bottom). This figure was adapted from ref. 
[103] under a Creative Commons Attribution 3.0 Unported License (CC BY 3.0). 

Although originally developed for in-solution synthesis of extended organic structures, 

techniques of supramolecular chemistry have been expanded to on-surface synthesis of low-

dimensional organic assemblies. Methods for synthesising these structures include but are not 

limited to spin-coating [104], the Langmuir-Blodgett method [105, 106], and molecular beam 

epitaxy (MBE) [107]. Spin-coating and Langmuir-Blodgett methods are excellent at 

synthesising thin organic films at surfaces. However, with spin-coating, these organic films are 

typically limited to colloidal particles [108] and polymers [109]. Langmuir-Blodgett method, 

on the other hand, is limited to amphiphilic molecules and most recently nanoparticles [105, 

110]. MBE does not share these limitations and offers the capability of growing structures with 

multi-organic species and precise nano-structuring [107]. In this dissertation, I employed MBE 

for the on-surface self-assembly of low-dimensional organic nanostructures. 

Schematically (see Figure 2.2), this involves exposing a surface to a molecular beam 

(subsection 2.1.2) by which these molecular building blocks, i.e., tectons are then adsorbed onto 

the surface. By means of direct lateral interactions between tectons (which include hydrogen 

bonding, metal-ligand coordination, electrostatic forces and van der Waals forces) and 

substrate-mediated interactions, these tectons can self-organize into larger extended organic 

assemblies. However, supramolecular engineering of this form is only possible through a 

balancing act of these (lateral and substrate-mediated) interactions. More precisely, these 

tectons must be enabled to fully explore the potential landscape of the different noncovalent 
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structures that can be formed at the surface interface and therefore form a thermodynamically 

favourable structure. Near such a thermodynamic equilibrium, the molecular self-assembly 

process via non-covalent interactions can take place. Self-corrections, facilitated by the 

reversibility of non-covalent bonds (compared to the irreversibility of covalent bonds), near this 

equilibrium further corrects for defects in the assembly process [26]. The non-covalent nature 

of interactions within the self-assembled structure, however, translates to a weaker stability at 

elevated temperatures (beyond room temperature) compared to covalently bonded structures. 

This is a necessary trade-off given the versatility in the synthesis of organic nanostructures via 

non-covalent self-assembly. 

 
Figure 2.2: Supramolecular engineering in two dimensions. Molecular building blocks known as 
tectons are deposited onto a 2D atomic lattice where they can self-assemble to form on-surface organic 
nanostructures. The self-assembly process depends crucially on the adsorption energies, 𝐸𝐸𝑎𝑎𝑎𝑎 , migration 
barriers, 𝐸𝐸𝑚𝑚, rotational barriers, 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 , substrate-mediated interaction energies, 𝐸𝐸𝑠𝑠, and direct lateral 
interaction energies, 𝐸𝐸𝑎𝑎𝑠𝑠, of the tectons. Substrate choice and symmetry can further affect non-covalent 
interactions between tectons (inset; atomic lattice periodicity given by 𝑎𝑎) characterised by a different 
bonding length, 𝑑𝑑, between tectons when on a surface than in gas-phase, 𝑑𝑑′. Figure republished with 
permission of Annual Reviews, Inc., from ref. [26]; permission conveyed through Copyright Clearance 
Center, Inc. 

Modifications and therefore control of the different non-covalent interactions can be 

done via internal and external controls. Internal controls include the tailoring of these tectons 

to have the appropriate physical (e.g., size, and weight) and chemical properties (e.g., functional 

groups). External controls include substrate temperature, deposition flux of these tectons onto 

the surface, 𝐹𝐹, and choice of substrate. These controls altogether modify adsorption energies, 

𝐸𝐸𝑎𝑎𝑎𝑎, migration barrier, 𝐸𝐸𝑚𝑚, 2D rotation barrier, 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟, surface diffusion rates, 𝐷𝐷, substrate-

mediated interaction energies, 𝐸𝐸𝑠𝑠, and direct lateral energies, 𝐸𝐸𝑎𝑎𝑠𝑠 of these tectons. For example, 
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modification of the diffusion rate-to-deposition flux ratio, 𝐷𝐷/𝐹𝐹, can lead to either a kinetic 

driven (small 𝐷𝐷/𝐹𝐹) synthesis of an on-surface nanostructure or a thermodynamically driven 

one (large 𝐷𝐷/𝐹𝐹) [25]. 

Precise nanostructuring, on the other hand, would mean exploiting the selective and 

directional bonding character offered by these direct lateral interactions such as hydrogen 

bonding and metal-ligand interactions. Tailoring the tectons to have the right physical (e.g., 

shape and symmetry) and chemical properties (e.g., functional groups) are also to be considered 

in this case. Introduction of transition metal adatoms as co-adsorbates onto the surface enables 

metal-ligand coordination. Achieving the desired coordination structure in this case depends on 

the choice of the introduced metallic species, in addition to the shape, symmetry and functional 

groups of the tectons. These choices need to be made in consideration of their impact on the 

self-assembly process as outlined in the previous paragraph. Table 2.1 provides an overview 

of the different interactions and their respective energies and effective ranges relevant to the 

on-surface synthesis of organic nanostructures via supramolecular chemistry. 

 Energy range Distance Character 

Adsorption 𝐸𝐸𝑎𝑎𝑎𝑎 ≈ 0.5 − 10 e𝑉𝑉 ≈ 1.5 − 3 Å Directional, site selective 
Surface migration 𝐸𝐸𝑚𝑚 ≈ 0.05− 3 e𝑉𝑉 ≈ 2.5 − 4 Å 1D/2D 
Rotational motion 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟~ dim (𝐸𝐸𝑚𝑚) 𝑠𝑠 2D 
Indirect substrate 
mediated 

𝐸𝐸𝑠𝑠 ≈ 0.001− 0.1 e𝑉𝑉 𝑎𝑎 to nanometre 
range 

Oscillatory 

Reconstruction 
mediated 

𝐸𝐸𝑠𝑠~ 1 e𝑉𝑉 Short Covalent 

van der Waals 𝐸𝐸𝑎𝑎𝑠𝑠 ≈ 0.02− 0.1 e𝑉𝑉 < 10 Å Nonselective 
Hydrogen bonding 𝐸𝐸𝑎𝑎𝑠𝑠 ≈ 0.05− 0.7 e𝑉𝑉 ≈ 1.5 − 3.5 Å Selective, directional 
Electrostatic ionic 𝐸𝐸𝑎𝑎𝑠𝑠 ≈ 0.05− 2.5 e𝑉𝑉 Long range Nonselective 
Metal-ligand 
interactions 

𝐸𝐸𝑎𝑎𝑠𝑠 ≈ 0.5− 2 e𝑉𝑉 ≈ 1.5 − 2.5 Å Selective, directional 

Table 2.1: Overview of basic interactions in supramolecular engineering at a surface. The table 
provides the energies/barriers, typical relevant distances and character of interactions that should be 
considered during on-surface supramolecular engineering of nanostructures. Here, 𝑠𝑠 and 𝑎𝑎 refers to the 
tecton length and substrate lattice constant as seen in Figure 2.2. Table republished with permission of 
Annual Reviews, Inc., from ref. [26]; permission conveyed through Copyright Clearance Center, Inc. 

In the context of this dissertation, I have focused on studying molecular self-assemblies 

involving the aromatic DCA molecules as tectons (see Figure 2.2). The relatively small size of 

this molecule would mean lower migration barriers, enabling effective surface diffusion and 

hence exploration of the local environment. Flat adsorption configurations, where the plane 

spanned by the carbon rings lie parallel to the surface, are typical of aromatic molecules on 

surfaces as this minimizes the adsorption energies for these molecules [111]. The flat adsorption 

configuration further enables precise nanostructuring of organic self-assemblies via the DCA 
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chemically reactive cyano-functional groups and therefore confining interactions (and 

nanostructure formation) to two dimensions. The DCA cyano-functional groups allows for 

interactions with many different transition metal atoms [52, 74, 112] via the nitrogen atoms’ 

lone electron pairs, i.e., metal-ligand coordination. This, therefore, allows for the realisation of 

a variety of 2D DCA-based metal-organic nanostructures depending on the choice of transition 

metal adatom. The promotion of metal-ligand coordination within the self-assembled organic 

nanostructure can be accomplished with the co-adsorption of these transition metal adatoms 

alongside the DCA molecules on a surface, as was done in Chapter 5 with the co-adsorption of 

Cu atoms and DCA molecules on a metallic substrate. 

The choice of Cu atoms as coordination centres is motivated by prediction of a stable 

2D MOF formation comprising of DCA-Cu three-fold metal-ligand coordination (see Figure 

2.2) [63] and ready coordination with cyano-functional groups [53, 68, 113]. 

 
Figure 2.3: Schematic atomic structure of DCA3Cu2 metal-organic framework. The coordination 
between the DCA molecules and the Cu atoms forms a combined honeycomb-kagome lattice where the 
red dashed lines outline the honeycomb lattice by the Cu atoms and the blue dashed lines outline the 
kagome lattice by the DCA molecules. The black lines represent the unit cell of the DCA3Cu2 structure. 
The top left inset shows the DCA molecule. Figure was republished with permission from ref. [63]. 
Copyright (2016) American Chemical Society.  

2.1.2 Molecular-beam epitaxy 
The utility of on-surface synthesis of organic nanostructures via molecular self-assembly rely 

on the delivery of tectons to the surface in a controllable manner. For this, I used protocols of 

molecular-beam epitaxy [107]. This involves the sublimation and deposition of organic and/or 

metal evaporants under ultra-high vacuum (UHV) conditions (~10-10 mbar) onto a well-defined 
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and atomically clean surface. Thermal evaporation of these evaporants can be done by simply 

heating the sources in an effusion cell—a crucible with a small orifice—to a point where they 

slowly sublime out the cell opening (see Figure 2.4). Sublimation under UHV conditions is 

necessary as to ensure a long mean free path (> 1 km) of the tectons coming out of the effusion 

cells [114]. The long mean free path translates to a severely reduced probability of tecton-tecton 

interactions during flight towards the surface. This ensures the arrival of individual tectons on 

the surface as opposed to a cluster of tectons. As previously mentioned, control of the deposition 

flux is important in the on-surface synthesis process. This is achieved by controlling the (tecton) 

source temperature. Higher (lower) temperatures lead to higher (lower) deposition flux. The 

source-to-sample distance also affects the molecular beam-sample cross section and needs to 

be taken into consideration (see Figure 2.4). 

 
Figure 2.4: Molecular-beam epitaxy (MBE) schematic. MBE is typically carried out in a UHV 
chamber where low pressures can be achieved, which is necessary for a long mean free path for the 
molecules/atoms. The evaporants, here DCA and Cu, are heated in separated crucibles until they sublime. 
The resulting molecular beams exiting through the crucible orifices are directed towards the sample 
where DCA molecules and Cu atoms are adsorbed. 

It is important to note that this method is restricted by the sublimation of the molecules 

from the solid phase to gas phase in UHV. This is not feasible for molecules with much larger 

molecular weights. The increased molecular weight increases the sublimation temperatures for 

these molecules—temperatures at which these molecules fragment. Recent developments using 

electrospray deposition circumvents this problem allowing for the deposition of larger, 

extended, and more intricate molecules onto a substrate [115, 116]. 
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2.1.3 Structural and electronic properties of substrates 
Throughout this dissertation, I have considered growth of 2D organic nanostructures on three 

different substrates: Ag(111); Cu(111); and hBN/Cu(111). Here I review their structural and 

electronic properties.  

Ag(111) and Cu(111)  

Ag(111) and Cu(111) are noble metal surfaces; their relatively inert surfaces promotes non-

covalent substrate-adsorbate interactions, perfect for on-surface self-assembly of organic 

nanostructure. There are well established protocols for preparing these surfaces such that they 

are atomically flat over > 1 µm2 areas (see subsection 2.1.4). On-surface synthesis of organic 

nanostructures on these surfaces via self-assembly has been widely demonstrated [113, 117–

119]. Both bulk Ag and Cu have face-centred cubic (FCC) crystal structures. Taking a cut along 

the (111) plane naturally results in a surface lattice structure for both Ag(111) and Cu(111) that 

is hexagonal (also known as a triangular lattice) as seen in Figures 2.5a,b. 

 
Figure 2.5: Overview of structural and electronic properties of Ag(111) and Cu(111) surfaces. (a)-
(b) Atomically-resolved nc-AFM images of an (a) Ag(111) surface and a (b) Cu(111) surface. The subtle 
but brighter features seen in the images are the surface atoms as imaged by nc-AFM. These atoms form 
the basis of a hexagonal surface lattice structure (green circles) with a lattice constant of 288.9 pm and 
255.6 pm for Ag(111) and Cu(111), respectively. (c)-(d) Differential conductance (d𝐼𝐼/d𝑉𝑉), as measured 
by STS, representative of the LDOS, on (c) Ag(111) surface and (d) Cu(111) surface. Both curves show 
a step-like feature indicative of a Shockley surface state for both surfaces with onset energies of 
−66 meV and −435 meV for Ag(111) and Cu(111), respectively. 
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Using the bulk lattice constants for Ag and Cu (𝑎𝑎bulk = 408.53 pm and 361.49 pm 

[120], respectively), the surface lattice constants, 𝑎𝑎surf, for Ag(111) and Cu(111) are 288.9 pm 

and 255.6 pm, respectively (𝑎𝑎surf =  𝑎𝑎bulk/√2 ). The surfaces’ hexagonal symmetry is 

preferable for the growth of structures that are of a similar symmetry such as the proposed 

DCA3Cu2 MOF. Electronically, both Ag(111) and Cu(111) are similar in that they are both 

metals (electrically conducting) and, more remarkably, they both host a two-dimensional 

electron gas-like state at their surfaces. These states, known as Shockley surface states [82], 

appear in the local density of states (LDOS), measured via scanning tunnelling spectroscopy 

(STS; see section 2.3) on these surfaces, as step-like features with specific onset energies: –66 

meV for Ag(111) [83] and –435 meV for Cu(111) [121] (see Figures 2.5c,d). 

These Shockley surface states are a consequence of the break in translational symmetry 

in the system, i.e., at the surface termination of materials. Generally, solving the Schrödinger 

equation for an electron in an infinitely periodic potential yields solutions that are itself 

periodic. This is a well-known consequence of Bloch’s Theorem [84] where these solutions, 

the wavefunctions, are known as Bloch states. Applied to real materials such as bulk Ag and 

Cu where the periodic potential represents that of the atomic lattice, these Bloch states represent 

the “bulk-states” of the material (see Figure 2.6a).  

 
Figure 2.6: Solutions to Schrödinger equation for an electron in a 1D semi-periodic potential. The 
top plot shows (the real part of) the Bloch state solution which is representative of “bulk” electronic 
states in real metals. The bottom plot shows (the real part of) the Shockley surface state solution which 
is an electronic state that is localised at the surface termination of real metals. The dashed line separates 
the crystal region (left) from the vacuum region (right). 

Realistically, these materials are not infinitely extending and have surface terminations. 

Factoring these terminations (break in translational symmetry) and applying the nearly-free 

electron approximation, valid for metals, in the solving of Schrodinger equation yields, in 
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addition to Bloch states, quasi 2D electron states that are localised at the surface terminations 

(i.e., states that exponentially decays away from the surface) called Shockley surface states (see 

Figure 2.6b). These solutions exist on surfaces whose projected band structure exhibits a band 

gap. For FCC metals, such as Ag and Cu, such gaps exist at the (111) surfaces. These features 

in the electronic structure of both Ag(111) and Cu(111) are helpful in the characterisation of 

the surface (e.g., in how clean it is) and of the STM tip. 

hBN/Cu(111) 

Translating the synthesis of 2D organic nanostructures onto functional substrates constitutes an 

important step for electronic device implementation. For example, functional substrates such 

as insulating substrates can act as dielectric spacers between a gate and a molecular overlayer 

as in the design of organic field-effect transistors [122]. To date, on-surface self-assembly of 

low-dimensional organic nanostructures on insulating substrate remains limited and warrants 

further study [55, 89–95]. For this reason, I considered ultrathin hexagonal boron nitride (hBN) 

as surface support for the growth of 2D organic nanostructures. hBN is a bulk insulator with a 

measured band gap of ~5.9 eV [123]. It has a layered structure like graphite where in each 

layer, boron and nitrogen atoms are covalently bonded in a honeycomb-like lattice (see Figure 

2.7a). As for Ag(111) and Cu(111), the hBN hexagonal symmetry is preferable for the growth 

of structures that are of a similar symmetry such as the proposed DCA3Cu2 MOF.  

A single layer of this material can be grown on metallic supports such as Cu(111) (see 

subsection 2.1.4). The growth of organic nanostructures on ultrathin hBN/Cu(111) is favourable 

in this work as it allows for the characterisation of the system via scanning probe microscopy 

(see section 2.2) whereas this is not possible for organic nanostructures on bulk hBN. 

hBN/Cu(111) has a lattice constant of 2.488 ± 0.016 Å [124, 125] which is very similar to that 

of Cu(111). Further, hBN has flat configuration on Cu(111) with a measured structural 

corrugation on the order of 30–70 pm [126]. Despite this almost perfect flatness, hBN shows a 

modulation in its local work function on Cu(111). This modulation depends on how the hBN 

overlayer is oriented with respect to the underlying Cu(111). The lattice mismatch between 

these two structures results in an observable electronic Moiré pattern in STM imaging (see 

Figures 2.7b,c). The bright (pore) regions seen in Figure 2.7c correspond to a region where 

nitrogen atoms in the hBN monolayer lie directly above the Cu atoms (in the substrate below). 

This in contrast to the darker (wire) regions where the nitrogen atoms do not lie directly above 

the Cu atoms [87]. The pore regions are regions of lower work functions than that of the wire 

regions. Different hBN domains with different Moiré periodicity, 𝜆𝜆, and therefore modulations 

in work function are possible (see Figure 2.7d). 
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Figure 2.7: hBN/Cu(111) overview. (a) schematic of hBN monolayer structure with a lattice constant 
of 2.488 ±  0.016 Å (see parallelogram). The blue and magenta atoms represent nitrogen and boron 
atoms, respectively. (b) Schematic indicating the formation of a Moiré pattern with a unit cell periodicity 
indicated by the parallelogram (yellow). The Moiré pattern forms as a direct result of the lattice mismatch 
between the hBN layer (nitrogen and boron atoms represented by blue and magenta circles) and the 
underlying Cu(111) surface (Cu atoms represented by green circles). (c) STM image of a hBN monolayer 
domain on Cu(111) with 𝑉𝑉b = 4 V, 𝐼𝐼t = 100 pA showing a Moiré pattern with a periodicity, 𝜆𝜆 ≈
4.95 pm. The bright regions correspond to regions of lower surface work function compared to the darker 
regions in the image. (d) STM image of a larger area of hBN/Cu(111) (𝑉𝑉b = 4 V, 𝐼𝐼t = 100 pA) showing 
multiple hBN domains on Cu(111) characterised by the different Moiré patterns observed. The STM 
images in (c)-(d) were provided courtesy of Mr. Benjamin Lowe.  

With the Moiré periodicity, 𝜆𝜆, the relative angle between the hBN and Cu(111), 𝜃𝜃, can 

be determined according to [127]:  
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(Eq. 2.1) 

 

 

where 𝛿𝛿 represents the relative size difference between the hBN and Cu(111) lattice which is 

2% and 𝑎𝑎 represents the hBN lattice constant. Likewise, the modulation in work function, Δ𝑊𝑊, 

has been empirically determined to follow the following expression [128]:  

Δ𝑊𝑊 = 0.024 ∙ 𝜆𝜆 eV (Eq. 2.2) 
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2.1.4 Substrate preparation details  
The preparation of atomically clean surfaces is crucial for any on-surface growths of 2D organic 

nanostructures. Here, I describe the standard protocols used to prepare the surfaces used 

throughout this dissertation.  

Ag(111) and Cu(111)  

The preparation of Ag(111) and Cu(111) follow identical protocols. For each of these 

substrates, two sputter-anneal cycles were performed (in UHV) to achieve atomically clean 

surfaces. A sputter-anneal cycle consists of Ar+ ion sputtering of the surface followed by an 

annealing of the surface.  

Ar+ ion sputtering involves the bombardment of the metallic surfaces with high energy 

Ar+ ions to mechanically remove adsorbates or impurities from the substrate’s surface. Ar+ ions 

can be generated by introducing argon gas to an ion source: a high applied electric field between 

the anode and cathodes of the ion source (1–1.5 keV) ionises the argon gas producing Ar+ ions 

which are then accelerated from the anode towards the exit aperture of the ion source (cathode) 

and finally toward the metallic surfaces. A sputter current on the sample of ~12 µA at an angle 

of incidence of 90° relative to the substrate’s surface is maintained for approximately 7 minutes. 

The sputter current on the sample is increased or decreased by similarly increasing or 

decreasing the argon gas partial pressure in the UHV chamber (The target sputter current can 

also be achieved by adjusting the emission current between the anode and cathode). For the LT-

SPM set-up used in this dissertation (see section 2.5), this partial pressure is ~10–5 mbar. This 

procedure of Ar+ ion sputtering, while effective at removing surface contaminants, leaves the 

surface highly corrugated. 

Annealing the metal surfaces at 500°C (below their respective melting points) enables 

the surface atoms of the substrates to diffuse, facilitating an atomically flat surface 

reconstruction. Slow cooling to room temperature at the end of the annealing procedure ensures 

large terrace formations and minimises step-bunching on these surfaces.  

hBN/Cu(111)  

The synthesis of monolayer hBN on Cu(111) is well-established [92, 95, 129, 130]. The 

synthesis process first involves preparing a clean and atomically-flat Cu(111) surface using the 

protocols described above. After this, the Cu(111) substrate is heated to and maintained at a 

temperature of 920°C (just below the Cu(111) melting point) and subsequently exposing it to a 

partial atmosphere of borazine (B3H6N3). The heated Cu(111) surface catalyses the formation 

of hBN from the adsorbed precursor borazine molecules. Once a monolayer of hBN is formed, 

the synthesis process self-terminates as all of the Cu(111) surface is covered by the hBN 

monolayer. Within our LT-SPM set-up (see section 2.5), a borazine partial pressure of ~10-6 
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mbar is introduced into the UHV chamber and exposed to the heated Cu(111) surface for 

approximately 30 minutes to achieve a full hBN monolayer growth on the Cu(111) surface.  

2.1.5 Sample preparation details 
Here, I provide the details for synthesising the on-surface organic nano-assemblies presented 

in this dissertation. In all cases, a clean substrate refers to a substrate that has been prepared 

using the protocols described in subsection 2.1.4. The base pressure during molecular and/or 

metal depositions is kept below 5×10-10 mbar.  

In Chapter 3 and Chapter 4, I present results on self-assembled 2D DCA submonolayers 

on Ag(111). These were synthesised in UHV by deposition of DCA molecules (> 95% purity) 

from the gas phase onto a clean Ag(111) surface held at room temperature. The DCA molecules 

were sublimed at 373 K resulting in a deposition rate of ~ 150 nm2/s. The surface coverage of 

the DCA submonolayers is controlled by the deposition time. Additionally, in Chapter 3, I 

present results on self-assembled DCA dimers on Ag(111). These follow a similar synthesis 

protocol as described above, however, with the Ag(111) surface held at ~5 K and with a much 

lower deposition rate of ~0.08 nm2/s. 

In Chapter 5, I present results on self-assembled 2D MOFs comprised of DCA 

molecules and Cu atoms on Ag(111). These were synthesised in UHV by depositing DCA 

molecules (>95% purity) and Cu atoms (>99.99% purity) from the gas phase onto a clean 

Ag(111) surface. Two different MOF sample preparation procedures were considered: (i) co-

deposition of DCA and Cu onto Ag(111) held at room temperature; and (ii) sequential 

deposition of DCA [with near full surface coverage of DCA on Ag(111)] followed by Cu onto 

Ag(111) held at ~100 K. Procedure (i) yields less than 10% MOF surface coverage, with a high 

coverage of DCA-only self-assembled domains. Procedure (ii) yields more than 60% MOF 

surface coverage. For both procedures, DCA was sublimed at 393 K and Cu at 1253 K with a 

deposition time between 1-2 minutes for DCA and Cu. In Chapter 5, I also present results on 

2D MOFs comprised of DCA molecules and Cu atoms on Cu(111). These were synthesised in 

UHV by depositing DCA molecules (>95% purity) from the gas phase onto a clean Cu(111) 

surface held at room temperature. DCA was sublimed at 393 K with a deposition time of 2.5 

minutes. This yields ~100% MOF surface coverage on Cu(111) where the Cu atoms are 

provided by the Cu(111) substrate itself. 

Finally, in Chapter 6, I present results on self-assembled 2D DCA submonolayers on 

hBN/Cu(111). These were synthesised in UHV by deposition of DCA molecules (>95% purity) 

onto a clean hBN/Cu(111) held at room temperature. DCA was sublimed at 373 K with 

resulting deposition rate of ~150 nm2/s. The surface coverage of the DCA submonolayers on 

hBN/Cu(111) is controlled by the deposition time. 
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2.2 Scanning Tunnelling Microscopy 
There are many surface-sensitive techniques that are available to characterise 2D materials. 

One that stands out is scanning tunnelling microscopy (STM). STM is a powerful technique 

that allows us to attain a real-space map of the electronic structure and morphology of 2D 

materials with atomic resolution [131]. In principle, STM allows us to “see” the nanoscale 

world of individual atoms and molecules. This is done by measuring the current between an 

atomically sharp tip and the 2D sample of interest when tip and sample are several ångströms 

of distance apart. The development of STM has rightly led to the award of the 1986 Nobel Prize 

in Physics to the inventors of STM: G. Binnig and H. Rohrer [132]. Here, I provide a brief 

review on how STM works and its applications. 

2.2.1 Operating principle  
STM involves bringing an atomically sharp tip in proximity, on the order of several ångströms, 

to a (conducting) sample of interest (see Figure 2.8). When a bias voltage, 𝑉𝑉b, is applied 

between the tip and the sample, a tunnelling current, 𝐼𝐼t, is established between them. This 

tunnelling current is a consequence of electron tunnelling through the separation barrier at this 

STM junction when a bias is applied. External circuitries enable the amplification and 

subsequent processing and display of the measured tunnelling current. These also enable the 

precise lateral and vertical control of the tip’s movement over the sample by an appropriate 

control of applied voltages to the piezoelectric actuators connected to the STM tip. 

 
Figure 2.8: Schematic overview of a scanning tunnelling microscope. At the STM junction, a tip is 
brought in proximity to a sample where a tunnelling current is established when a bias is applied to the 
sample. External electronics allow for the amplification, processing and displaying of the tunnelling 
current. The position of the STM tip relative to the sample is controlled by means of piezoelectric 
actuators connected to the tip. The figure was republished courtesy of M. Schmid and G. Pietrzak [133] 
under a Creative Commons Attribution ShareAlike 2.0 Austria License.  
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Scanning the tip and recording the measured tunnelling current over a region of interest 

of the sample can result in a raster image of said region. These raster images of the sample can 

be obtained via two main scanning modes (see Figure 2.9): (i) constant-current scanning mode; 

and (ii) constant-height scanning mode. In constant-current mode, the tip-height, 𝑧𝑧, on a 

specific point on the sample is adjusted until a specified tunnelling current between the tip and 

sample is established. The choice of bias voltage in the STM junction, 𝑉𝑉b, further affects the 

tip-height at which the specified tunnelling current, 𝐼𝐼𝑟𝑟, is established. Together, these 

parameters, 𝑉𝑉b and 𝐼𝐼𝑟𝑟 are called the tunnelling set point. As the tip scans across a region on the 

sample, a feedback loop is employed to continuously stabilise the tip-height such that a constant 

tunnelling current is maintained. In this case, variations in the tip-height, to maintain a constant 

tunnelling current, is recorded. The resulting raster image using this constant-current scanning 

mode is called a constant-current STM image where the observable is changes in the apparent 

height of the sample. In constant-height scanning mode, the tip-height at a reference point on 

the sample is fixed according to a specified tunnelling set point. The feedback loop is opened, 

and the tip is scanned over a region of interest on the sample. Throughout this operation, the tip 

is maintained at a constant height while variations in the tunnelling current is recorded. The 

resulting raster image is known as a constant-height STM image. Here the observable is changes 

in the tunnelling current. 

 
Figure 2.9: Constant-current scanning mode vs constant-height scanning mode. In constant-current 
STM scanning mode (left), the tip-height is continuously adjusted, by means of a feedback-loop, such 
that a constant tunnelling current is maintained as the tip is scanned across the sample. The recorded tip-
height measures the topography of the sample. In constant-height STM scanning mode (right), the tip-
height is kept fixed as the tip is scanned across the sample. The recorded tunnelling current gives a 
measure of the topography of the sample. 

2.2.2 Quantum tunnelling 

The essential Physics principle that STM operates on is quantum tunnelling. This same 

principle that enables the nuclear fusion of Hydrogen atoms into heavier Helium is the 

necessary ingredient that we need to peer into the world of atoms. According to quantum 

mechanics, when an electron encounters a potential barrier with a finite width, where the 

electron energy is less than the barrier height, there is a small but non-zero probability that 
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electron can appear on the other side of that barrier. In contrast to the classical world, we say 

that the electron has “tunnelled” through the barrier. 

 To demonstrate this quantitatively, we solve the time-independent Schrödinger 

equation for a simple 1D model representing this situation (see Figure 2.10): 
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(Eq. 2.3) 

 

 
Figure 2.10: Schematic of quantum tunnelling as predicted by the Schrödinger equation. The figure 
shows the real part of a wavefunction for an electron with energy, 𝐸𝐸0, when it encounters a potential 
barrier (from the left) of height, Φ > 𝐸𝐸0, and width, 𝑑𝑑. In the potential barrier (region II), the electron 
wavefunction decays exponentially to a severely decayed sinusoidal wavefunction right of the barrier 
(region III). In this region III, |ΨIII|2 > 0 indicating that there is a small probability that an electron can 
tunnel from the left side of the barrier to the right side of the barrier. 

Here, we consider the specific situation of an electron with energy, 𝐸𝐸0, encountering a potential 

barrier (from the left) with height, Φ, and width, 𝑑𝑑. We then solve for the electron 

wavefunctions in the regions I (left of the barrier), II (in the barrier) and III (right of the barrier) 

as indicated. For each of these regions, the wavefunctions are of the following forms:  

 Ψ1 = 𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖 + 𝐴𝐴 ∙ 𝑒𝑒−𝑖𝑖𝑖𝑖𝑖𝑖 

       Ψ2 = 𝐵𝐵 ∙ 𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖 + 𝐶𝐶 ∙ 𝑒𝑒−𝑖𝑖𝑖𝑖𝑖𝑖 

                                               Ψ3 = 𝐷𝐷 ∙ 𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖 

  

 with 𝑘𝑘 = �2𝑚𝑚𝑒𝑒𝐸𝐸0
ℏ

 and 𝜅𝜅 = �2𝑚𝑚𝑒𝑒(Φ−𝐸𝐸0)
ℏ

 

where 𝑚𝑚𝑒𝑒 is the electron mass and ℏ is Planck’s constant. Ensuring the continuity of the electron 

wavefunction and its derivative in 𝑧𝑧 allows us to determine the coefficients (𝐴𝐴,𝐵𝐵,𝐶𝐶,𝐷𝐷) [134]. 
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The probability that an electron tunnels through the potential barrier is then given by the 

transmission coefficient, 𝑇𝑇:  

𝑇𝑇 =  
|Ψ1|2

|Ψ3|2 =  
𝐴𝐴2

𝐷𝐷2 = ��
𝑘𝑘2 + 𝜅𝜅2

2𝑘𝑘𝜅𝜅 �
2

sinh(𝜅𝜅𝑑𝑑)�
−1

  
 

(Eq. 2.4) 

We can simplify the above expression by assuming that barrier potential is high compared to 

the energy of the electrons, Φ ≫ 𝐸𝐸0, that is, 𝜅𝜅𝑑𝑑 ≫ 1, to obtain:  

𝑇𝑇 ≈
16𝑘𝑘2𝜅𝜅2

(𝑘𝑘2 + 𝜅𝜅2)2 ∙ 𝑒𝑒
−2𝑖𝑖𝑎𝑎   

 

(Eq. 2.5) 

This tells us that the tunnelling probability depends exponentially on the barrier width, 𝑑𝑑. This 

particular trait is inherited by a more formal quantitative modelling of the STM tunnelling 

junction and is responsible for the kind of spatial resolution that is offered by STM.  

2.2.3 Bardeen Transfer Hamiltonian theory  
In 1961, John Bardeen introduced a transfer Hamiltonian approach to rationalize observations 

of tunnelling of electrons between superconductors that are separated by thin oxide barriers 

[135]. His approach is instrumental in laying down the basic theory for vacuum tunnelling 

necessary the development of a working STM. A metal-insulator-metal junction can be 

modelled by a simple 1D model where there is a non-zero potential barrier separating the left 

and right regions of zero potential (see Figure 2.11).  

 
Figure 2.11: Schematic approach to Bardeen tunnelling mechanism. The Hamiltonian for the system 
can be made to be separable i.e., 𝐻𝐻 = 𝐻𝐻𝐿𝐿 + 𝐻𝐻𝑅𝑅 where 𝐻𝐻𝐿𝐿  is defined over regions I and II and 𝐻𝐻𝑅𝑅 is 
defined over regions II and III. This is possible since the 𝐻𝐻𝐿𝐿 ∙ 𝐻𝐻𝑅𝑅~ 0 in region II where the solutions to 
the 𝐻𝐻𝐿𝐿 , 𝐻𝐻𝑅𝑅[𝜑𝜑𝐿𝐿(blue), 𝜑𝜑𝑅𝑅(red)] decays exponentially in the potential barrier to near-zero. When these 
solutions are analytically continued to the other side of the barrier, we see that the overlap between the 
wavefunctions is negligible. Fermi’s Golden Rule can then be used to evaluate the probability of an 
electron tunnelling from a state in the region I to a state in region III and vice versa. 
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The full Hamiltonian of the junction can be written as a combination of three terms: 

𝐻𝐻 = 𝐻𝐻𝐿𝐿 + 𝐻𝐻𝑅𝑅 + 𝐻𝐻𝑇𝑇   (Eq. 2.6) 

with: 

𝐻𝐻𝐿𝐿 =  
−ℏ2

2𝑚𝑚𝑒𝑒

d2

d𝑧𝑧2
+ 𝑉𝑉𝐿𝐿(𝑧𝑧), 𝑧𝑧 ∈ (Region I ∪ Region II) 

𝐻𝐻𝑅𝑅 =  
−ℏ2

2𝑚𝑚𝑒𝑒

d2

d𝑧𝑧2
+ 𝑉𝑉𝑅𝑅(𝑧𝑧), 𝑧𝑧 ∈ (Region II ∪ Region III) 

𝐻𝐻𝑇𝑇 in Eq. 2.6 represents the (unknown) transfer Hamiltonian for the system. Bardeen’s key 

insight was that the Hamiltonian is separable to a first approximation. To see this, we note that 

the wavefunction solutions to 𝐻𝐻𝐿𝐿  and 𝐻𝐻𝑅𝑅  separately fall exponentially to near-zero in the 

potential barrier (blue and red curves, respectively in Figure 2.11) and that the overlap of their 

wavefunctions on either side of the potential barrier is insignificant, i.e., 𝜑𝜑𝐿𝐿 ∙ 𝜑𝜑𝑅𝑅 ≈ 0 in regions 

I and regions III, respectively. With this, to a first approximation, we can set 𝐻𝐻𝑇𝑇 = 0 in Eq. 2.6. 

Using Fermi’s Golden Rule, we can then evaluate the probability of an electron tunnelling from 

a state 𝜑𝜑𝐿𝐿,𝜇𝜇 in region I (left) to a state 𝜑𝜑𝑅𝑅,𝜈𝜈 in region III (right), 𝑃𝑃𝜇𝜇𝜈𝜈: 

𝑃𝑃𝜇𝜇𝜈𝜈 =  �
2𝜋𝜋
ℏ
� �𝑀𝑀𝜇𝜇𝜈𝜈�

2𝛿𝛿(𝐸𝐸𝑅𝑅,𝜈𝜈 − 𝐸𝐸𝐿𝐿,𝜇𝜇)  (Eq. 2.7) 

  

Here, 𝐸𝐸𝐿𝐿,𝜇𝜇 and 𝐸𝐸𝑅𝑅,𝜈𝜈 are the energies of the states 𝜑𝜑𝐿𝐿,𝜇𝜇 and 𝜑𝜑𝑅𝑅,𝜈𝜈, respectively. 𝑀𝑀𝜇𝜇𝜈𝜈 is given by 

the following expression: 

𝑀𝑀𝜇𝜇𝜈𝜈 =  �𝜑𝜑𝑅𝑅,𝜈𝜈�𝐻𝐻�𝜑𝜑𝐿𝐿,𝜇𝜇�  (Eq. 2.8) 

  
With the new modified Hamiltonian, 𝐻𝐻 = 𝐻𝐻𝐿𝐿 + 𝐻𝐻𝑅𝑅, 𝑀𝑀𝜇𝜇𝜈𝜈 can be written as:  

𝑀𝑀𝜇𝜇𝜈𝜈 =  
ℏ2

2𝑚𝑚𝑒𝑒
�𝜑𝜑𝐿𝐿,𝜇𝜇

𝜕𝜕𝜑𝜑𝑅𝑅,𝜈𝜈
∗

𝜕𝜕𝑧𝑧
− 𝜑𝜑𝑅𝑅,𝜈𝜈

∗ 𝜑𝜑𝐿𝐿,𝜇𝜇

𝜕𝜕𝑧𝑧 �
�
𝑖𝑖=𝑎𝑎

  
               

(Eq. 2.9) 

 

where 𝑎𝑎 is point in between regions I and III. The results so far do not depend on the details of 

potential barrier as long as the overlap of the wavefunctions in the regions on either side of the 

barrier is negligible. Eq. 2.9 can be generalised to three dimensions: 

𝑀𝑀𝜇𝜇𝜈𝜈 =  
ℏ2

2𝑚𝑚𝑒𝑒
�𝜑𝜑𝐿𝐿,𝜇𝜇∇
𝑆𝑆𝐿𝐿𝐿𝐿

𝜑𝜑𝑅𝑅,𝜈𝜈
∗ − 𝜑𝜑𝑅𝑅,𝜈𝜈

∗ ∇𝜑𝜑𝐿𝐿,𝜇𝜇 𝑑𝑑𝑑𝑑  
               

(Eq. 2.10) 
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where the integral is evaluated over a surface, 𝑑𝑑𝐿𝐿𝑅𝑅, separating regions on either side of the 

potential barrier. 

Here, the key take-away is that the calculation of 𝑀𝑀𝜇𝜇𝜈𝜈 and therefore the tunnelling 

probability (hence the tunnelling current) requires the knowledge of only the wavefunctions of 

the separated left and right regions and not the full system Hamiltonian in Eq. 2.6 nor the full 

system wavefunction. Using this approach, the tunnelling current between a metallic tip and a 

conducting sample separated by a tunnelling barrier can be written as: 

𝐼𝐼𝑟𝑟 =  
2𝜋𝜋𝑒𝑒
ℏ

�𝑓𝑓�𝐸𝐸𝜇𝜇�
𝜇𝜇,𝜈𝜈

�1 − 𝑓𝑓(𝐸𝐸𝜈𝜈 + 𝑒𝑒𝑉𝑉b)��𝑀𝑀𝜇𝜇,𝜈𝜈�
2𝛿𝛿(𝐸𝐸𝜈𝜈 − 𝐸𝐸𝜇𝜇)  

                      

(Eq. 2.11) 

 

where 𝑒𝑒 is the electron charge, 𝑓𝑓(𝐸𝐸) is the Fermi-Dirac distribution, and 𝑉𝑉b is the applied 

tunnelling bias between the tip and sample.  

2.2.4 Tersoff-Hamann model 

A more realistic theoretical description of an STM junction was provided by Tersoff and 

Hamann [136, 137]. They considered an STM junction as seen in Figure 2.12. The geometry 

of the tip apex is assumed to be spherical with a radius, 𝑅𝑅, and centred at 𝐫𝐫0. The tip apex is 

further assumed to be separated from the sample by a distance 𝑑𝑑. 

 
Figure 2.12: Tip-sample geometry used in the Tersoff-Hamann model. Tersoff-Hamann model 
makes use of a simplified model geometry to approximate the tip wavefunction. Here, the tip apex, 
centred at 𝐫𝐫0, is assumed to be spherical with a radius, 𝑅𝑅, and separated from the surface of the sample 
by a distance, 𝑑𝑑. 

Following their treatment of this problem, we make several assumptions. We assume 

low temperatures and voltages, 𝑒𝑒𝑉𝑉b ≪ Φ (barrier height). Under these conditions, 𝑓𝑓(𝐸𝐸)~1 for 

𝐸𝐸 < 𝐸𝐸𝐹𝐹  (Fermi level) and 0 otherwise. Then Eq. 2.11 can be simplified to: 

𝐼𝐼𝑟𝑟 =  
2𝜋𝜋
ℏ
𝑒𝑒2𝑉𝑉b��𝑀𝑀𝜇𝜇,𝜈𝜈�

2𝛿𝛿(𝐸𝐸𝜇𝜇 − 𝐸𝐸𝐹𝐹)𝛿𝛿(𝐸𝐸𝜈𝜈 − 𝐸𝐸𝐹𝐹)
𝜇𝜇,𝜈𝜈

  
                      

(Eq. 2.12) 
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Here, the label 𝜇𝜇 and 𝜈𝜈 labels the sample and tip, respectively. We further assume the 

wavefunctions for both the sample and the tip. For the sample we consider wavefunctions of 

the form: 

Ψ𝜈𝜈 =
1

�Ω𝑆𝑆
�𝑎𝑎𝐆𝐆 exp �−�𝜅𝜅2 + �𝒌𝒌∥ + 𝑮𝑮�2𝑧𝑧�
𝐆𝐆

exp(𝑖𝑖[𝒌𝒌∥ + 𝑮𝑮] ∙ 𝐱𝐱)  
                      

(Eq. 2.13) 

 

here, 𝜅𝜅 = √2𝑚𝑚Φ ℏ⁄ , Ω𝑆𝑆 is the normalization volume of the sample, 𝑎𝑎𝐆𝐆 are Fourier coefficients, 

𝐆𝐆 is the reciprocal lattice vector for the sample, and 𝒌𝒌∥ is a surface Bloch wavevector. The 

direction 𝑧𝑧 is orthogonal to the surface of the sample while 𝐱𝐱 spans the plane parallel to the 

sample’s surface. These wavefunctions are constructed in a way that satisfies Bloch’s Theorem 

in 𝐱𝐱 (second exponential term in Eq. 2.13) and decays exponentially into the vacuum 

perpendicular to the surface, parallel to 𝑧𝑧 (first exponential term in Eq. 2.13). Due to the 

proposed geometry of the tip apex, we model the wavefunction of the spherical tip apex with a 

spherical s-wave wavefunction:  

Ψ𝜇𝜇 =
1

�Ω𝑇𝑇
𝜅𝜅𝑅𝑅𝑒𝑒𝑖𝑖𝑅𝑅

1
𝜅𝜅|𝐫𝐫 − 𝐫𝐫0| 𝑒𝑒

−𝑖𝑖|𝐫𝐫−𝐫𝐫0|  
                      

(Eq. 2.14) 

 

where Ω𝑇𝑇 is the normalization volume of the tip apex. With these assumptions, the tunnelling 

matrix elements, 𝑀𝑀𝜇𝜇𝜈𝜈 can be calculated:  

𝑀𝑀𝜇𝜇𝜈𝜈 =
4𝜋𝜋ℏ2

2𝑚𝑚𝑒𝑒

1

�Ω𝑇𝑇
𝑅𝑅𝑒𝑒𝑖𝑖𝑅𝑅Ψν(𝐫𝐫0) 

                      

(Eq. 2.15) 

 

With this, the tunnelling current can then be calculated:  

𝐼𝐼𝑟𝑟 =  32
𝜋𝜋3

ℏ𝜅𝜅4
𝑒𝑒2𝑉𝑉bΦ2𝑅𝑅2𝑒𝑒2𝑖𝑖𝑅𝑅

1
Ω𝑇𝑇

�|Ψν(𝐫𝐫0)|2𝛿𝛿(𝐸𝐸𝜇𝜇 − 𝐸𝐸𝐹𝐹)𝛿𝛿(𝐸𝐸𝜈𝜈 − 𝐸𝐸𝐹𝐹)
𝜇𝜇,𝜈𝜈

  
                      

(Eq. 2.16) 

 

Local density of states (LDOS) for the tip and the surface are defined as follows:  

𝜌𝜌tip(𝐸𝐸) =  
1
Ω𝑇𝑇

�𝛿𝛿(𝐸𝐸𝜇𝜇 − 𝐸𝐸)
𝜇𝜇

  
                      

(Eq. 2.17) 

𝜌𝜌surface(𝐸𝐸, 𝐫𝐫0) = �|Ψν(𝐫𝐫0)|2𝛿𝛿(𝐸𝐸𝜈𝜈 − 𝐸𝐸)
𝜈𝜈

 
                      

(Eq. 2.18) 

Leading to a final expression for the tunnelling current:  

𝐼𝐼𝑟𝑟 ∝  𝑉𝑉b𝜌𝜌tip(𝐸𝐸𝐹𝐹)𝜌𝜌surface(𝐸𝐸𝐹𝐹 , 𝐫𝐫0) (Eq. 2.19) 
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This treatment shows that the tunnelling current, therefore, measures the local density of 

states (LDOS) of the sample at the Fermi energy at the tip location, 𝐫𝐫0, above the surface of 

the sample. 

2.2.5 WKB approach to tunnelling  

The tunnelling current as defined by Eq. 2.19 is restricted to tunnelling bias voltages close to 

the Fermi level. Selloni et al [138] generalized the expression of the tunnelling current to larger 

bias windows using the semi-classical Wentzel-Kramers-Brillouin (WKB) approach: 

𝐼𝐼t(𝑉𝑉b) ∝ � 𝜌𝜌𝑆𝑆(𝐸𝐸𝐹𝐹 + 𝑒𝑒𝑉𝑉b +  𝜀𝜀)𝜌𝜌𝑇𝑇(𝐸𝐸𝐹𝐹 + 𝜀𝜀)𝑇𝑇(𝑒𝑒𝑉𝑉b, 𝑧𝑧, 𝜀𝜀)𝑑𝑑𝜀𝜀

𝐸𝐸𝐹𝐹+𝑒𝑒𝑉𝑉b

𝐸𝐸𝐹𝐹

 

 

(Eq. 2.20) 

 

with: 

𝑇𝑇(𝑒𝑒𝑉𝑉b, 𝑧𝑧, 𝜀𝜀) = exp �−
2𝑚𝑚𝑒𝑒

ℏ2 �𝛷𝛷𝑆𝑆 + 𝛷𝛷𝑇𝑇 + 𝑒𝑒𝑉𝑉𝑏𝑏 − 2𝜀𝜀𝑧𝑧� 
                   

(Eq. 2.21) 

  

Here, 𝑇𝑇(𝑒𝑒𝑉𝑉b, 𝑧𝑧, 𝜀𝜀) is the transmission function and is related to the tunnelling matrix element, 

𝑀𝑀𝜇𝜇𝜈𝜈. 𝛷𝛷𝑆𝑆 and 𝛷𝛷𝑇𝑇 are the work functions for the surface and the tip, respectively. The exponential 

term in the transmission function shows an acute sensitivity in 𝑧𝑧. That is, the tunnelling current 

is most significantly dominated by the part of the tip that is closest to the sample’s surface e.g., 

a single atom at the tip apex. This gives significant lateral resolution, i.e., atomic resolution 

when it comes to measuring variations in the tunnelling current between the tip and the sample. 

Furthermore, the tunnelling current contains information regarding the LDOS of both the tip 

and the sample. Typically, the STM tip material is chosen such that the LDOS of the tip is 

relatively unremarkable (e.g., constant). This ensures that STM imaging is not heavily 

influenced by the electronic structure of the tip but instead by the electronic structure of the 

sample. On that note, STM imaging does not probe the topography of the system but rather its 

electronic structure. Despite this, in many cases, the electronic structure does follow the 

topography of the system since the electron density of atoms and molecules closely hugs the 

structure of said atoms and molecules. 

2.2.6 State-of-the-art STM imaging 

Advancements in engineering controls such as piezoelectronic actuators (to control the 

movement of the tip in 𝑥𝑥-𝑦𝑦-𝑧𝑧 space), external electronics (e.g., for signal amplification, 

feedback control, data processing and data display), vibration controls, vacuum technologies, 

and cryogenics has enabled the exploitation of STM as an almost universal technique to image 

and to characterise the world at the nanoscale. To-date, STM has been used to image a variety 



2.2 Scanning Tunnelling Microscopy 31 
 

 
 

of metallic surfaces and even semiconducting surfaces such as Si [139–141]. Adsorbates on 

these surfaces such as atoms [142–144], individual molecules [31, 145–147] and molecular 

assemblies [148–151], similarly, have been imaged via STM (see Figure 2.13). STM has even 

been extended to image ultrathin layers of insulating materials. Typically, these materials are 

grown on metallic surfaces as to facilitate electron conduction between the substrate (through 

the ultrathin insulating materials) and the STM tip. The utility in this is that the electronic 

properties of the adsorbates can be effectively decoupled from the underlying metallic 

substrate, i.e., this minimises hybridisation and destruction of the intrinsic adsorbate electronic 

states. Adsorbates on these surface-supported ultrathin insulators such as MgO [152–154], CuO 

[155, 156], hBN [55, 91, 92, 94] and NaCl [157–159] has been imaged via STM (see Figure 

2.13). These examples are by no means exhaustive and only sample a small subset of systems 

studied via STM. 

 
Figure 2.13: Overview of systems that have been imaged via STM. (a) Constant-current STM imaging 
of Fe and Fe-H complexes adsorbed on Pt(111). (b) Constant-current STM imaging of terpyridine-
phenyl-phenyl-terpyridine (TPPT) molecules adsorbed on Ag(111). Scale bar: 5 nm (c) Constant-current 
STM imaging of a self-assembled metal-organic framework comprised of 1,3,5-trispyridiylbenzene 
(TPyB) molecules coordinated with Cu atoms (red dots). (d) Constant-current STM imaging of holmium 
(Ho) atoms adsorbed on a monolayer of MgO grown on Ag(100). Here two different adsorption 
configurations for the Ho atoms are possible (HoA and HoB). (e) Left: fluorinated cobalt phthalocyanine 
(F16CoPc) chemical structure; right: constant-current STM imaging of F16CoPc molecules adsorbed on 
ultrathin hBN grown on Cu(111). (f) Constant-current STM imaging of a self-assembled molecular film 
comprised of 1,3,6,8-tetrakis(pyridine-4-ylethynyl)pyrene on ultrathin hBN grown on Cu(111). (a) was 
adapted from ref. [160] by permission from Copyright Clearance Centre: Springer Nature, Nature 
Nanotechnology, copyright (2017). (b), (e), and (f) were adapted from refs. [37], [94], and [95], 
respectively under a Creative Commons Attribution 4.0 International License. (c) was adapted from ref. 
[161] with permission from the Royal Society of Chemistry. (d) was reprinted with permission from ref. 
[154]; copyright (2017) by the American Physical Society.  
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2.2.7 Atomic-scale manipulation  

Lateral manipulation  

Precise control of the STM tip movement has enabled the use of the STM tip in manipulating 

the lateral position of adsorbates on a surface. By positioning the STM tip in extreme proximity 

to an adsorbate, attractive or repulsive tip-adsorbate interactions can be activated. The STM tip 

motion can then be used to pull or push these adsorbates, depending on the nature of the tip-

adsorbate interactions, from their previous location on a surface to a new one. This method has 

found uses such as arranging adatoms or molecules on the surface in a specified geometry. On 

metal surfaces with a Shockley surface state, the arrangement of the atoms/molecules can lead 

to phenomena such as quantum corrals [162] or lead to band-engineering [163]. This method 

has also been used to form the famous “world’s smallest movie” [164] (see Figure 2.14). 

 
Figure 2.14: A still frame from the movie “A Boy and His Atom” [164]. Each frame was taken by 
STM imaging after positioning CO molecules on a Cu(111) surface in a specified arrangement by means 
of STM tip lateral manipulation. Here, the collection of CO molecules on the right is the “Boy” and the 
lone CO molecule on the left is his “Atom”. The figure is reprinted under a fair-use policy.  

Vertical manipulation 

In addition to lateral manipulation of adsorbates on surfaces, the STM tip can be used to 

displace adsorbates directly off a surface via vertical manipulation. This technique has been 

used extensively to increase the spatial resolution of an STM tip and in particular an nc-AFM 

tip (see section 2.4) by means of picking up adsorbates such as CO [165–167], Xe [168], NO 

[169] and CuO [170] at the tip apex. 

 In this dissertation, I have used vertical manipulation via STM to create CO-

functionalised STM and nc-AFM tips (see section 2.4). Protocols for CO tip-functionalisation 

is well-established: CO is adsorbed onto Ag(111) by introducing residual CO gas (partial 

pressure of ~5 × 10−8 mbar) for a short duration (~3 seconds; in units of Langmuirs, this is 

~0.113 L) into the UHV chamber housing the STM head. The short duration ensures that the 

Ag(111) surface is not saturated with CO molecules. Figure 2.15a shows an STM image of an 
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Ag(111) surface after introducing CO molecules into the UHV chamber. The STM tip is then 

positioned above a CO molecule at a tip height defined by the tunnelling set point, 𝐼𝐼t =

25 pA,𝑉𝑉b = 20 mV. The STM tip is then brought closer to the CO molecule until an abrupt 

change in the tunnelling current is detected. This typically happens at a height ~400 pm below 

the set point. The positioning of the CO molecule at the tip apex is crucial as to avoid 

unnecessary imaging artefacts. This can be assessed by imaging another CO molecule with the 

newly acquired CO functionalised tip. If this procedure is done correctly, STM imaging of 

another CO molecule would yield a bright protrusion that is perfectly centred at an imaged CO 

molecule (see Figure 2.15b). If not, the CO molecule can be dropped from the tip apex by a 

series of rapid tunnelling bias changes (pulses). The procedure, i.e., picking up a CO molecule, 

is then repeated until the desired outcome is achieved. In some cases, the tip apex morphology 

is not conducive to the desired positioning of the CO molecule at the tip apex. When this 

happens, the tip is reconditioned prior to picking up a CO molecule (see subsection 2.5.3). This 

procedure is similar for picking up CO molecules off a Cu(111) surface. The CO molecule at 

the tip apex is positioned such that the carbon atom is attached to the tip and the oxygen atom 

is away from the tip [171] (see Figure 2.15c). 

 
Figure 2.15: CO tip-functionalisation via STM vertical manipulation. (a) Constant-current STM 
image of an Ag(111) surface after deposition of CO molecules. The CO molecules appear as dark circular 
features in STM imaging. (b) Constant-current STM imaging of a CO molecule with a tip functionalised 
with a CO molecule. If the CO molecule sits perfectly at the tip apex, a bright protrusion is seen centred 
at the imaged CO molecule. (c) Schematic of the CO tip functionalisation. The tip is moved closer to a 
CO molecule adsorbed onto the surface until the CO molecule is transferred to the tip apex. Once this 
happens, the carbon atom of the CO molecule is attached to the tip apex and the oxygen atom of the CO 
molecule sits closer to the surface of the sample. 
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2.3 Scanning Tunnelling Spectroscopy 
Scanning tunnelling spectroscopy (STS) is an extension of the STM technique. Complementary 

to STM, STS is used to extract information regarding the electronic properties of samples of 

interest. While STM measures the tunnelling current, STS measures the derivative of the 

tunnelling current. STS has been used to provide a real-space mapping of electronic states of 

materials with exquisite resolution. Here, I discuss the working principle of STS and how I 

have used this technique throughout this dissertation. 

2.3.1 Elastic tunnelling differential conductance spectroscopy  

Taking the result of the Tersoff-Hamann model for the tunnelling current Eq. 2.19 and 

differentiating it with respect to the tunnelling bias voltage, 𝑉𝑉b, we find that the differential 

conductance is proportional to the LDOS of both the tip and of the sample:  

d𝐼𝐼t
d𝑉𝑉b

∝ 𝜌𝜌𝑇𝑇(𝐸𝐸𝐹𝐹)𝜌𝜌𝑆𝑆(𝐸𝐸𝐹𝐹 , 𝐫𝐫0) 
                   

(Eq. 2.22) 

  

When the LDOS of the tip is known or unremarkable (e.g., constant in energy), the differential 

conductance provides a measure of the LDOS of the sample. This result is not only limited to 

the results of the Tersoff-Hamman model. In fact, from Eq. 2.20, taking the derivative yields:  

d𝐼𝐼t
d𝑉𝑉b

∝ 𝑒𝑒𝜌𝜌𝑆𝑆(𝑒𝑒𝑉𝑉b)𝑇𝑇(𝑒𝑒𝑉𝑉b, 𝑧𝑧, 𝜀𝜀) + 𝑒𝑒 � 𝜌𝜌𝑆𝑆(𝜀𝜀)
d𝑇𝑇(𝑒𝑒𝑉𝑉b, 𝑧𝑧, 𝜀𝜀)

d𝑉𝑉b
𝑑𝑑𝜀𝜀

𝑒𝑒𝑉𝑉b

0

 

                    

(Eq. 2.23) 

  

For small bias voltages, we assume that the transmission function is roughly constant in that 

energy range. Then, we get:  

d𝐼𝐼t
d𝑉𝑉b

∝ 𝑒𝑒𝜌𝜌𝑆𝑆(𝑒𝑒𝑉𝑉b) 
                   

(Eq. 2.24) 

  

Here, the differential conductance, d𝐼𝐼t d𝑉𝑉b⁄ , directly measures the electronic structure of the 

sample via its LDOS. For larger tunnelling biases, the normalised differential conductance, 

(d𝐼𝐼t d𝑉𝑉b⁄ ) (𝐼𝐼t 𝑉𝑉b⁄ ) ⁄ is a more appropriate measure of the LDOS of the sample [172]. These 

expressions for the differential conductance (as a measure for the sample LDOS) are valid for 

when there is no loss in energy during the tunnelling process, i.e., when the tunnelling is elastic. 

Throughout this dissertation, the terms d𝐼𝐼t d𝑉𝑉b⁄  and d𝐼𝐼 d𝑉𝑉⁄  are used interchangeably to mean 

the differential conductance. 

2.3.2 Inelastic tunnelling differential conductance spectroscopy  
In some cases, for example when tunnelling through molecules, electrons can couple to internal 

degrees of freedom such as molecular vibrational modes [173–175] and spin excitations [31, 
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176]. Once an electron has sufficient energy to couple to these different internal modes, a new 

tunnelling channel is opened. That is, in addition to direct tunnelling from tip to adsorbate or 

vice versa, there is an additional tunnelling channel whereby electrons can tunnel between the 

tip and adsorbate via coupling to these internal modes. In the case of off-resonant inelastic 

tunnelling, these processes manifest themselves as a symmetric step function in d𝐼𝐼t d𝑉𝑉b⁄  

measurements (see Figure 2.16b). 

Inelastic tunnelling can also take place during resonant tunnelling through an electronic 

state of an adsorbate. When the lifetime of such an electronic state is long enough, coupling to 

internal modes such as molecular vibrational modes are possible. On-resonant inelastic 

tunnelling is typical on decoupled molecular systems (e.g., molecules on insulators) [89]. For 

these systems, vibronic excitations during the tunnelling process appear as satellite peaks in the 

d𝐼𝐼t d𝑉𝑉b⁄  signal at multiples of the energy of the vibrational mode above the molecular 

resonances (see Figure 2.16c). 

 
Figure 2.16: Elastic vs Inelastic tunnelling spectroscopy mechanism. (a) Energy level diagram 
showing elastic tunnelling through a molecule at a positive bias e𝑉𝑉b. Here Φt and Φs are the work 
functions of the tip and the sample, respectively. Electrons tunnel from the tip into the sample probing 
the unoccupied states of the molecule, i.e., lowest unoccupied molecular orbital (LUMO). d𝐼𝐼/d𝑉𝑉 curve 
shows the position of the molecular states in energy. (b) Off-resonant inelastic tunnelling: at sufficiently 
high energy (𝑉𝑉b = ℏ𝜔𝜔/e), electrons tunnelling from the tip can excite a vibrational mode of the molecule. 
This opens an additional tunnelling channel resulting in an increase in conductance at that energy. This 
appears as symmetric steps in d𝐼𝐼/d𝑉𝑉 measurements. (c) On-resonant inelastic tunnelling: electrons 
tunnelling through a molecular state can couple to the vibrational modes of the molecule. These vibronic 
excitations appear as satellite peaks to the LUMO peak in d𝐼𝐼/d𝑉𝑉 measurements. 
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2.3.3 dI/dV STS acquisition modes  

Numerical dI/dV  

Measuring the differential conductance, d𝐼𝐼/d𝑉𝑉, signal can be done by first measuring the 

current signal, 𝐼𝐼t, while continuously sweeping the bias voltage, 𝑉𝑉b, at a fixed tip location and 

at a fixed tip-sample separation. Numerically differentiating the obtained 𝐼𝐼-𝑉𝑉 curve yields the 

desired d𝐼𝐼/d𝑉𝑉 signal. This technique of d𝐼𝐼/d𝑉𝑉 acquisition is suitable for obtaining signal over 

small bias ranges where multiple 𝐼𝐼-𝑉𝑉 can be obtained in quick succession which are then 

averaged to increase signal-to-noise ratio (SNR).  

Lock-in technique 

An alternative way to measure the d𝐼𝐼/d𝑉𝑉 signal can be done via a lock-in technique. This 

involves adding a small sinusoidal bias modulation to the tunnelling bias voltage, 𝑉𝑉𝑏𝑏,0:  

𝑉𝑉𝑏𝑏(𝜏𝜏) = 𝑉𝑉𝑏𝑏,0 + 𝑉𝑉𝐴𝐴sin (2𝜋𝜋𝑓𝑓𝜏𝜏) (Eq. 2.25) 

where 𝑉𝑉𝐴𝐴 and 𝑓𝑓 is the amplitude and frequency of the bias modulation, respectively. The 

resulting bias, 𝑉𝑉𝑏𝑏(𝜏𝜏), causes a response in the measured tunnelling current, 𝐼𝐼t(𝑉𝑉b(𝜏𝜏)). This 

tunnelling current is then fed into a lock-in amplifier where the signal is mixed (multiplied) 

with the nth harmonic of the modulating signal with a signal phase offset, 𝛿𝛿𝛿𝛿, and passed 

through a low-pass filter. The low pass filter essentially averages the signal over a given time, 

𝑇𝑇. The resulting output signal is the nth order demodulated signal, 𝑑𝑑𝑛𝑛: 

𝑑𝑑𝑛𝑛 =
1
𝑇𝑇
� sin(2𝜋𝜋𝜋𝜋𝑓𝑓𝜏𝜏 + 𝛿𝛿𝛿𝛿) 𝐼𝐼t(𝑉𝑉b(𝜏𝜏))𝑑𝑑𝜏𝜏
𝑇𝑇

0
 

                   

(Eq. 2.26) 

When 𝑇𝑇 is made sufficiently large, the averaging process removes all time-dependent 

components. Taylor expansion of the 𝐼𝐼t(𝑉𝑉b(𝜏𝜏)) and taking the limit for 𝑇𝑇 →  ∞, yields for the 

1st order demodulated signal, 𝑑𝑑1: 

𝑑𝑑1 =
𝑉𝑉𝐴𝐴
2

cos(𝛿𝛿𝛿𝛿)
d𝐼𝐼t�𝑉𝑉b(𝜏𝜏)�

d𝑉𝑉b(𝜏𝜏) �
𝑉𝑉b,0

 
                   

(Eq. 2.27) 

  

By adjusting the reference phase such that 𝛿𝛿𝛿𝛿 = 0, 𝑑𝑑1 is then directly proportional to d𝐼𝐼t d𝑉𝑉b⁄ . 

This technique poses several advantages in acquiring d𝐼𝐼/d𝑉𝑉 signals. First, this 

technique is highly effective at removing unwanted frequency components (noise) far from the 

reference frequency, 𝑓𝑓. Further, from Eq. 2.27, we note that the signal is proportional to 𝑉𝑉𝐴𝐴. 

Freedom in choosing both parameters, 𝑓𝑓 and 𝑉𝑉𝐴𝐴, can yield a drastic increase in the SNR 

compared to numerically acquired d𝐼𝐼/d𝑉𝑉 signals. Further, this technique has a better dynamic 

bias range, i.e., it is not restricted to small bias ranges. Despite these advantages, this technique 

has several drawbacks. Firstly, higher 𝑉𝑉𝐴𝐴 results in greater smearing of the features observed in 
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the d𝐼𝐼/d𝑉𝑉 signal, i.e., the energy resolution of the measurement is decreased by ~2𝑉𝑉𝐴𝐴. 

Therefore, a judicious choice of 𝑉𝑉𝐴𝐴 must be made to ensure a large a SNR but not too large as 

to obscure any interesting features in the d𝐼𝐼/d𝑉𝑉 signal. Secondly, acquisition of d𝐼𝐼/d𝑉𝑉 signals 

via this lock-in technique is generally more time-consuming compared to numerically acquired 

d𝐼𝐼/d𝑉𝑉 signals. This is because a reliable output of 𝑑𝑑1 relies on a large time integration, 𝑇𝑇. 

Typically, 𝑇𝑇 is picked to be 3–5 times the time constant, 𝜏𝜏𝐿𝐿𝐿𝐿, of the low-pass filter to be 

effective. 𝜏𝜏𝐿𝐿𝐿𝐿 is related to the cut-off frequency, 𝑓𝑓𝐿𝐿𝐿𝐿, of the low-pass filter by 𝜏𝜏𝐿𝐿𝐿𝐿 = 1/(2𝜋𝜋𝑓𝑓𝐿𝐿𝐿𝐿). 

The cut-off frequency, 𝑓𝑓𝐿𝐿𝐿𝐿, of the low-pass filter can be tuned to a desired value. Here, 

therefore, is a trade-off between SNR and acquisition time: a low 𝑓𝑓𝐿𝐿𝐿𝐿 means a longer acquisition 

time but high SNR, whereas a high 𝑓𝑓𝐿𝐿𝐿𝐿 means a shorter acquisition time but low SNR. This 

trade-off must be further considered with other factors such as thermal drift, tip height 

stabilisation, etc. Where this technique is used in this dissertation, the relevant parameters used 

in the acquiring the d𝐼𝐼/d𝑉𝑉 signal are quoted. 

2.3.4 dI/dV STS maps  

We can extend d𝐼𝐼/d𝑉𝑉 measurements at a single point on a surface of a sample to an entire 

defined area of the surface. This enables a direct visualisation of the LDOS of the sample as a 

function of lateral spatial coordinates, 𝑥𝑥 and 𝑦𝑦: 𝜌𝜌𝑆𝑆(𝑥𝑥,𝑦𝑦). This, therefore, provides a picture of 

the spatial extent of interesting electronic states at the surface. There are two main ways by 

which we can obtain measurements of d𝐼𝐼/d𝑉𝑉(𝑥𝑥,𝑦𝑦): (i) d𝐼𝐼/d𝑉𝑉 STS grids; or (ii) d𝐼𝐼/d𝑉𝑉 STS 

mapping. Both methods have been used as a part of this work. Their descriptions are presented 

below. 

dI/dV STS grids  

This method involves defining an (𝑥𝑥,𝑦𝑦)-grid over an area of interest on the surface. At each 

(𝑥𝑥,𝑦𝑦) location within this grid, the STM tip is positioned at some defined tip-sample separation 

and then a measurement of differential conductance as a function of bias, d𝐼𝐼/d𝑉𝑉(𝑉𝑉b), is made 

(either via numerical differentiation of 𝐼𝐼-𝑉𝑉 curves or via the lock-in technique). Once this 

procedure is completed, a measurement of the differential conductance as function of spatial 

location, 𝑥𝑥, 𝑦𝑦 and of the tunnelling bias, 𝑉𝑉b, i.e., d𝐼𝐼/d𝑉𝑉(𝑉𝑉b,𝑥𝑥,𝑦𝑦), is obtained. Post-processing 

of this three-dimensional data array can then be performed. In particular, one can take a cut of 

the d𝐼𝐼/d𝑉𝑉(𝑉𝑉b, 𝑥𝑥,𝑦𝑦) measurement at a particular bias, 𝑉𝑉0, which gives a measure of the LDOS 

of the surface at that bias, 𝑉𝑉0. With this data acquisition method, several considerations must 

be made such as grid resolution, bias resolution, acquisition time, drift correction and tip-

sample distance. 

 The consideration of the tip-sample distance is of particular importance especially 

when performing measurements on systems where large variations in sample topography is 
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present. Large variations in the topography can make interpretation of d𝐼𝐼/d𝑉𝑉(𝑉𝑉b,𝑥𝑥,𝑦𝑦) difficult 

due to the convolution of topography with electronic state contributions to the d𝐼𝐼/d𝑉𝑉 signal. 

d𝐼𝐼/d𝑉𝑉 STS measurements at each (𝑥𝑥,𝑦𝑦) location within the grid can be taken at a fixed tip-

sample separation (relative to a single point on the surface). This is known as a constant-height 

d𝐼𝐼/d𝑉𝑉 STS grid. Alternatively, the d𝐼𝐼/d𝑉𝑉 STS measurements at each (𝑥𝑥,𝑦𝑦) location within the 

grid can be taken at a tip-sample separation defined by a tunnelling set-point leading to a 

constant-current d𝐼𝐼/d𝑉𝑉 STS grid measurement. The application of either kind of measurement 

(and at what tunnelling set point) depends on the system and on how best to reduce topographic 

influence on the obtained d𝐼𝐼/d𝑉𝑉 data.  

Constant-current/constant-height dI/dV STS mapping 

Contrary to d𝐼𝐼/d𝑉𝑉 STS grids, d𝐼𝐼/d𝑉𝑉 STS mapping is performed analogously to performing 

STM imaging of a sample of interest. During a raster STM scan of the sample, at a specific 

bias, we simultaneously measure the differential conductance, d𝐼𝐼/d𝑉𝑉 by the lock-in technique, 

i.e., we record the 1st order demodulation of the tunnelling current response to a small bias 

modulation in the tunnelling bias. This provides a simultaneous recording of STM and d𝐼𝐼/d𝑉𝑉 

data. This allows for a direct comparison between topographic and electronic information at a 

specific bias. Like STM imaging, d𝐼𝐼/d𝑉𝑉 STS mapping can be performed in constant-height 

mode or in constant-current mode (see subsection 2.2.1). Necessarily however, this method 

includes topographic and electronic contributions to the d𝐼𝐼/d𝑉𝑉 signal. 

Multipass dI/dV STS mapping 

A more complicated procedure to potentially minimise variations of d𝐼𝐼/d𝑉𝑉 due to variations in 

topography of the sample is to use a multipass (MP) approach. This approach consists of: first, 

(i) acquiring a constant-current STM topographic profile along a scanning line (with a defined 

current and bias set point); then, (ii) recording the d𝐼𝐼/d𝑉𝑉 with the lock-in technique along the 

same scanning line while following the same constant-current STM topographic profile as in 

(i); and finally, (iii) repeating this procedure sequentially for each scanned line of the map. 

Grids vs. maps 

Choosing to perform a d𝐼𝐼/d𝑉𝑉 STS grid or map involves a trade-off between energy resolution 

and spatial resolution. While a d𝐼𝐼/d𝑉𝑉 STS grid provides an excellent visualisation of the 

evolution of electronic states of a sample as a function of bias, they are limited in spatial 

resolution. For cryogenic reasons, acquisition times for these grids are typically restricted to 

~60 hours (see subsection 2.5.2). This places a restrictive limit on how well-resolved the grid 

can be in (𝑥𝑥,𝑦𝑦). d𝐼𝐼/d𝑉𝑉 STS maps, on the other hand, are useful to provide well-resolved maps 

in (𝑥𝑥,𝑦𝑦) at specific desired biases. Within the same acquisition time limit (~60 hours), however, 

only a handful maps (depending on the acquisition time per map) can be acquired.  
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2.3.5 Fourier-transform STS  
Knowing the band structure of a material is useful to understanding its electronic properties. 

For given crystal momentum, 𝐤𝐤, there are ranges of energy levels, 𝐸𝐸, for which there are 

solutions to the Schrödinger equation describing the system. Collectively, these allowed energy 

levels, 𝐸𝐸(𝐤𝐤), describes the band structure of a material. One notable disadvantage of STS is its 

apparent lack of access to the dispersion relation (band structure), 𝐸𝐸(𝐤𝐤), of materials of interest. 

This is because the local density of states at a given location, 𝐫𝐫, on the surface (as measured by 

STS) is related to the 𝐤𝐤-space eigenstates, Ψ𝐤𝐤(𝐫𝐫), by:  

LDOS(𝐸𝐸0, 𝐫𝐫) ∝�|Ψ𝐤𝐤(𝐫𝐫)|2
𝐤𝐤

𝛿𝛿�𝐸𝐸0 − 𝐸𝐸(𝐤𝐤)� 
                          

(Eq. 2.28) 

  

That is, the LDOS is momentum-integrated and all 𝐤𝐤-space information is lost. However, 

Fourier-transform STS (FT-STS), which involves Fourier-transforming real-space d𝐼𝐼/d𝑉𝑉 data, 

can be used to extract useful 𝐤𝐤-space information under specific circumstances. 

 For example, FT-STS has been used to study the dispersion relation, 𝐸𝐸(𝐤𝐤), of Shockley 

surface states of noble metal surfaces such as Ag(111) [83], Cu(111) [177] and Au(111) [178]. 

Typically, for these systems, adsorbates are introduced as point-like. The surface state electrons 

scatter off these impurities resulting in circular modulations with specific wavelengths in the 

surface LDOS as measured using d𝐼𝐼/d𝑉𝑉 STS mapping (see Figure 2.17a). Taking the Fourier-

transform of such a map yields a ring-like feature in reciprocal space (see Figure 2.17b).  

 
Figure 2.17: Overview of the Fourier-transform scanning tunnelling spectroscopy technique. (a) 
d𝐼𝐼/d𝑉𝑉 STS map taken at 𝑉𝑉b = 0 V, of an Ag(111) surface after deposition of CO molecules onto the 
surface. About each CO molecule, we can observe circular wave-like ripples. (b) Absolute value of the 
Fourier-transform (power spectrum) of the d𝐼𝐼/d𝑉𝑉 map in (a) showing a ring-like feature with radius 𝐪𝐪 =
2𝐤𝐤𝐟𝐟 where 𝐪𝐪 is the scattering vector. (c) The dispersion, 𝐸𝐸(𝐤𝐤), of the Ag(111) Shockley surface state as 
measured by FT-STS. This was obtained by taking the Fourier-transform of the d𝐼𝐼/d𝑉𝑉 measurements 
for a range of energies and subsequently plotting the data along a single line cut in 𝐪𝐪-space. Fitting a 
parabolic dispersion yields an energy onset, 𝜇𝜇0 = 65 ± 1 meV and an electron effective mass, 𝑚𝑚∗ 𝑚𝑚𝑒𝑒⁄ =
0.41 ± 0.02. (a)-(c) were reprinted with permission from ref. [83]. Copyright (2013) by the American 
Physical Society. 
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To rationalize this feature, we consider a situation where electrons in a state with initial 

wavevector 𝐤𝐤𝐢𝐢, scatter off these impurities. The scattering process sends these electrons to a 

state with a final wavevector 𝐤𝐤𝐟𝐟. The scattering vector, 𝐪𝐪, connects these two states by:  

𝐪𝐪 = 𝐤𝐤𝐟𝐟 − 𝐤𝐤𝐢𝐢 (Eq. 2.29) 

Assuming that this scattering process is elastic, and that backscattering is dominant (|𝐤𝐤𝐟𝐟| =

|𝐤𝐤𝐢𝐢|), then: 

𝐪𝐪 = 2𝐤𝐤𝐟𝐟 (Eq. 2.30) 

That is, we should expect a ring-like feature in 𝐪𝐪-space (reciprocal space) with radius,  

|𝐪𝐪| = 2|𝐤𝐤𝐟𝐟|. Acquiring FT-STS maps at different energies (either through taking the Fourier 

transform of d𝐼𝐼/d𝑉𝑉 STS maps or a d𝐼𝐼/d𝑉𝑉 STS grid) allows for visualisation of the dispersion 

relation for these Shockley surface states (see Figure 2.17c). Fitting these to a parabolic 

dispersion:  

E(𝐤𝐤) =
ℏ2|𝐤𝐤|2

2𝑚𝑚∗ + 𝜇𝜇0 
                          

(Eq. 2.31) 

yields relevant quantities such as the effective mass of the electron, 𝑚𝑚∗ and the energy onset of 

the Shockley surface state, 𝜇𝜇0.  

In addition to studying the dispersion relations of Shockley surface states on noble 

metal surfaces, FT-STS has been used to study the band properties of a variety of other systems 

including graphene [179, 180], superconductors [181–183], topological insulators [184, 185], 

Weyl semimetals [186, 187], and so on.  

2.3.6 State-of-the-art dI/dV STS 

Like STM, STS has been used to study a variety of systems due to its ability to access their 

electronic properties. For example, Figure 2.18 shows STM and STS measurements of four 

different kinds of molecules on a metallic Au(111) surface. d𝐼𝐼/d𝑉𝑉 STS measurements on a 

point on these molecules (see Figures 2.18c, f, i, l) show peak-like features corresponding to 

the molecules’ highest occupied molecular orbital (HOMO) and lowest unoccupied molecular 

orbital (LUMO). d𝐼𝐼/d𝑉𝑉 STS mapping at the energies corresponding to the HOMO (see Figures 

2.18a, d, g, j), and LUMO (see Figures 2.18b, e, h, k) states enable a direct visualisation of the 

spatial extent of these molecular orbitals. 
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Figure 2.18: STM and STS measurements of various hydrogen-substituted molecules on Au(111). 
The figure shows STM imaging and d𝐼𝐼/d𝑉𝑉 STS mapping of four different molecules at their respective 
HOMO and LUMO energies. These energies correspond to peaks seen in the point d𝐼𝐼/d𝑉𝑉 STS 
measurements taken at each of the molecules. Reprinted with permission from ref. [188]. Copyright 
(2016) American Chemical Society. 

Metallic surfaces sometimes pose the problem of hybridisation between metallic and 

adsorbate states, potentially destroying any intrinsic adsorbate electronic properties. 

Decoupling layers such as hBN, MgO, or NaCl, to name a few, can be introduced to circumvent 

this issue. To maintain the use of STS, these decoupling layers must be thin enough to allow 

for electron conduction from the tip to the underlying conducting substrate, through the 

decoupling layer. This procedure can yield a much more resolved STS map of the molecular 

orbitals as seen in Figure 2.19.  

STS is not only limited to studying electronic states and inelastic excitation of internal 

modes of systems of interest. In some cases, there are features in point d𝐼𝐼/d𝑉𝑉 STS 

measurements, such as sharp dips and sharp peaks at Fermi, that cannot be attributed to any 

intrinsic electronic state or inelastic tunnelling processes. These features have been linked to 

changes in the charge states of the molecules [56, 189], the emergence of Majorana modes 

[190], and even to the emergence of many-body screening of local magnetic moments known 

as the Kondo effect [86, 175]. 
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Figure 2.19: STS measurements of a molecules on a metallic surface vs on an insulator. (a) d𝐼𝐼/d𝑉𝑉 
STS measurements on a bare Au(111) surface, and on phthalocyanine (H2Pc) molecules on Au(111), 1 
monolayer (ML) of NaCl on Au(111), 2 ML of NaCl on Au(111) and 3 ML on NaCl on Au(111). The 
peaks associated with the molecular states becomes sharper the more decoupled the molecules are from 
the metallic surface. (b)-(c) d𝐼𝐼/d𝑉𝑉 STS maps of a H2Pc molecule on (b) 1 ML NaCl/Au(111) and (c) 
bare Au(111) surface. The molecular orbitals appear more resolved when probed on the decoupling NaCl 
layer. (d) Molecular structure of H2Pc and density functional theory (DFT) calculation results of the 
spatial distributions of the HOMO, LUMO and LUMO+1 of H2Pc in the gas phase. The figure was 
reprinted with permission from ref. [191]. Copyright (2018) by the American Physical Society. 

2.4 Non-contact Atomic Force Microscopy 
STM and STS techniques have been and still are monumental in characterising materials at the 

nanoscale. Despite their successes, these techniques are limited only to conductive samples 

(such that conduction of electrons through the materials can take place) and does not permit 

characterisation of bulk insulators such as metal oxides. G. Binnig and C. F. Quante developed 

an atomic force microscope (AFM) as an alternative to STM [192]. AFM works very similarly 

to STM, where in AFM, a sharp tip, connected to a cantilever, is brought in extreme proximity 

to the sample of interest. Contrary to STM, AFM measures the forces between the tip and the 

sample of interest. Variations in the tip-sample forces as the tip is scanned across the sample 

results in (minute) deflections in the cantilever holding the tip. These deflections can be 

measured, for example, using a laser (see Figure 2.20), resulting in a direct measurement of 

the forces at the nanoscale. Since this technique does not rely on the conduction of electrons, it 

is not restricted to only conductive samples and can be used to study insulating samples. This 

mode of AFM known as static mode AFM, however, is limited in the spatial resolution that it 

can achieve. 
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Figure 2.20: Schematic overview of an atomic force microscope (AFM). Differential forces between 
a sharp tip and the sample causes minute deflections in the cantilever to which the tip is attached to. The 
deflections in the cantilever causes a laser’s reflection off the cantilever to shift and hit different locations 
on a photodiode as seen in the figure. Changes in where the reflected laser beam hits the photodiode can 
be correlated with the deflection of the cantilever and thus allow for precise measurements of tip-sample 
forces. 

It was not until the introduction of non-contact atomic force microscopy (nc-AFM) by 

F. Giessibl [193] that true atomic resolution was achieved. Nc-AFM, also known as dynamic 

mode AFM, modifies the working principle of static-mode AFM by having the cantilever 

oscillate as the tip is scanned across the sample. Advancements in the designs and techniques 

of nc-AFM has enabled the achievement of sub-atomic resolution in the imaging of 

nanomaterials. This makes nc-AFM unparalleled in real-space resolution in the field of surface 

science. Here, I provide an overview of the working principle of nc-AFM and the measurements 

that I have employed in this dissertation using this technique. 

2.4.1 Operating principle  

Forces at the nanoscale  

The operation of nc-AFM relies on measuring the forces present between the tip and the sample. 

Typically, at the nanoscale, forces such as Pauli repulsion forces dominate at short ranges (<

1 nm) whereas van der Waals forces dominate at longer ranges (≫ 1 nm). An archetypical 

model of intermolecular interactions (between two molecules) involving these two forces can 

be represented by the Lennard-Jones potential [194]:  

VLJ = 4𝜀𝜀 �� 
𝜎𝜎
𝑟𝑟
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(Eq. 2.32) 

  

where 𝑟𝑟 is the distance between two molecules and where 𝜀𝜀 and 𝜎𝜎 are parameters characterising 

the interaction potential with the 𝜀𝜀 relating to the depth of the potential and 𝜎𝜎 to the size of the 
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molecules. The 𝑟𝑟−12 term describes the short-range Pauli repulsion between the molecules 

while the 𝑟𝑟−6 term describes the long-range van der Waals interaction (more precisely, London 

dispersion interaction) between the molecules. A typical Lennard-Jones potential curve is 

shown in Figure 2.21. 

 
Figure 2.21: Typical Lennard-Jones potential curve describing intermolecular forces between two 

molecules. The potential curve is described by VLJ/𝜀𝜀 = 4 �� 𝜎𝜎
𝑟𝑟

 �
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� where the 𝑟𝑟−12 term is a 

repulsive term while the 𝑟𝑟−6 term is an attractive term. Overall, the force between the molecules is 
repulsive when 𝑟𝑟 < 𝑟𝑟0 and attractive when 𝑟𝑟 > 𝑟𝑟0. 

Where the gradient of the potential is negative (𝑟𝑟 < 𝑟𝑟0), attractive forces dominate 

whereas where the gradient of the potential is positive (𝑟𝑟 > 𝑟𝑟0) repulsive forces dominates. 

Other interactions that dominate at short ranges can include chemical interactions such as 

covalent or metallic bonding. At all ranges, however, electrostatic interactions can further 

contribute. Despite these other possible interactions, the shape of the interaction potential curve 

is qualitatively well-described by Eq. 2.32, i.e., there is an equilibrium separation, 𝑟𝑟0, and that 

for 𝑟𝑟 < 𝑟𝑟0, repulsive forces dominate and for 𝑟𝑟 > 𝑟𝑟0, attractive forces dominate. 

Frequency-modulated nc-AFM and frequency shift 

As previously mentioned, nc-AFM works by driving the oscillation of a cantilever (with a tip 

attached at one end) close to resonance. Changes in the force gradient between the tip and the 

sample of interest causes an instantaneous change in the oscillation of the cantilever either in 

the amplitude or in the frequency of the oscillation [195, 196].  
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In this work, I made use of a mode of nc-AFM known as frequency-modulated nc-

AFM (henceforth referred to as nc-AFM). Further, a qPlus sensor was used in this work [197], 

a schematic of which is shown in Figure 2.22a. This consists of a quartz tuning fork with one 

prong of the fork fixed to a support and the other prong left free to oscillate but with a metallic 

tip glued at one end. A qPlus sensor has a high Q-factor (≫ 104) and a large spring constant 

(𝑘𝑘 ≈ 1800 N/m). This means that they can operate at small oscillation amplitudes (< 100 pm), 

increasing sensitivity to short-range forces (where the force gradients are rather steep) and 

increasing SNR [197]. The design of qPlus sensors is also advantageous because they permit 

simultaneous STM operation (see Figure 2.22a). In the context of frequency-modulated nc-

AFM, the free prong of the quartz tuning fork is driven at its resonance frequency, 𝑓𝑓0, (see 

Figure 2.22b) and with a constant oscillation amplitude, 𝐴𝐴. Here, the oscillation amplitude is 

kept constant via a feedback loop. In the presence of changing interactive forces between the 

tip and the sample, the resonance frequency is changed: 𝑓𝑓 =  𝑓𝑓0  + Δ𝑓𝑓. This shift in the 

resonance frequency, Δ𝑓𝑓, contains information regarding these interactive forces. 

 
Figure 2.22: Schematic overview of qPlus sensor design and operation in nc-AFM. (a) The figure 
shows a schematic design of a qPlus sensor which uses a quartz tuning fork where one prong is held in 
place, connected to a plate and where one prong is left free. A sharp metallic tip is glued to the end of 
the free prong. Connection terminals allow for the oscillation of the quartz tuning fork (𝑑𝑑+, 𝑑𝑑−) and the 
detection of a tunnelling current between the tip and sample (𝐼𝐼t). (b) In nc-AFM, the qPlus sensor is 
operated by driving the free prong of the tuning fork at resonance frequency, 𝑓𝑓, with a peak amplitude, 
𝐴𝐴. Upon changes in the tip-sample forces, by bringing the tip closer to an adsorbate on a surface, the 
resonance frequency changes by Δ𝑓𝑓 and is measured. (a) was adapted courtesy of Stirling Julian under 
under an Attribution-ShareAlike 3.0 Unported License. (b) was adapted with permission from ref. [198] 
under a Creative Commons Attribution 4.0 International License. 

To see this, we model the system as a weakly perturbed harmonic oscillator where the 

unperturbed (classical) Hamiltonian is given by: 

𝐻𝐻0 =
𝑝𝑝2

2𝑚𝑚∗ +
𝑘𝑘𝑞𝑞′2

2
 

 

                          

(Eq. 2.33) 
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where 𝑝𝑝 = 𝑚𝑚∗d𝑞𝑞′/d𝑡𝑡, 𝑚𝑚∗is the effective mass of the cantilever, 𝑘𝑘 is the spring constant and 𝑞𝑞′ 

is the deflection of the tip of the cantilever. Solving for the unperturbed motion of the cantilever 

gives:  

𝑞𝑞′(𝑡𝑡) = 𝐴𝐴0cos (2𝜋𝜋𝑓𝑓0𝑡𝑡) (Eq. 2.34) 

with, 𝑓𝑓0, the resonant frequency given by: 

𝑓𝑓0 =
1

2𝜋𝜋
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𝑚𝑚∗ 

 

(Eq. 2.35) 

  

By treating 𝑉𝑉ts, the tip-sample interaction potential, as a small perturbation to the Hamiltonian 

in Eq. 2.33, it can be shown that [197]:  

Δ𝑓𝑓 = −
𝑓𝑓0
𝑘𝑘𝐴𝐴2

〈𝐹𝐹ts𝑞𝑞′〉 
                          

(Eq. 2.36) 

  

Where 𝐹𝐹ts =  −𝜕𝜕𝑉𝑉ts/𝜕𝜕𝑧𝑧, is the force acting between the tip and the sample. The brackets 

correspond to an averaging over one oscillation cycle of the cantilever. When the force gradient 

𝜕𝜕𝐹𝐹ts/𝜕𝜕𝑧𝑧 is roughly constant throughout one oscillation cycle of the cantilever, the frequency 

shift takes on a particularly simple form: 

Δ𝑓𝑓 = −
𝑓𝑓0
2𝑘𝑘

𝜕𝜕𝐹𝐹ts
𝜕𝜕𝑧𝑧

   
                          

(Eq. 2.37) 

  

The above simplification is valid when we restrict the oscillation amplitude to small values 

(𝐴𝐴 ≲ 100 pm). With Eq. 2.37, from the frequency shift, we can only deduce the force gradient 

but not the (attractive or repulsive) nature of the forces between the tip and sample. A more 

quantitative approach to this problem has led to an expression where the force between the tip 

and sample can be calculated directly from the frequency shift [199]:  
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(Eq. 2.38) 

  

with Ω(𝑡𝑡) = Δ𝑓𝑓/𝑓𝑓0. 

2.4.2 Force spectroscopy  

One of the easiest yet still informative measurements that can be performed via nc-AFM is 

force spectroscopy. This measurement involves: (i) maintaining the tip over a specific location 

on the sample; and (ii) measuring the frequency shift as function of tip-sample 

separation, Δ𝑓𝑓(𝑧𝑧). Such a measurement with a qPlus sensor tip yields a force curve such as the 

one seen in Figure 2.23a.  
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Figure 2.23: Force spectroscopy curves with a bare metallic vs passivated tip. (a) A force 
spectroscopy curve, Δ𝑓𝑓(𝑧𝑧), taken on a H-Si surface, with a bare metallic (reactive) tip. (b) A force 
spectroscopy curve, Δ𝑓𝑓(𝑧𝑧), taken on the same surface in (a) but with a hydrogen-passivated tip. Adapted 
with permission from ref. [200] under a Creative Commons Attribution 4.0 International License. 

 Here, observing the expected upturn in the Δ𝑓𝑓(𝑧𝑧) curve is not possible with a bare 

metallic tip as at smaller tip-sample separations, large tip-sample interactions tend to damage 

both the tip and the sample of interest. To circumvent this issue, protocols to passivate the tip 

in-situ have been established. This includes passivation of the tip through the tip-

functionalisation with Xe [168], CuO [170], or even CO [165–167]. Throughout this 

dissertation, tip-functionalisation has been performed by picking up CO molecules adsorbed 

onto the surface (see subsection 2.2.7). Figure 2.23b shows a typical force curve with a 

passivated tip. Here, we can clearly observe the upturn in the Δ𝑓𝑓(𝑧𝑧) curve. Passivation ensures 

that at small tip-sample separations, both the tip and the sample remain unperturbed. 

Force spectroscopy is useful in identifying regimes in 𝑧𝑧 where interesting interactions 

are present e.g., where short-range forces are more dominant. This is important when 

performing nc-AFM imaging (see subsection 2.4.3). Force spectroscopy is also useful in 

identifying regimes in z where only long-range forces such as electrostatic forces are dominant. 

This is of particular importance when performing Kelvin probe force microscopy (see 

subsection 2.4.4). Beyond these reasons, force spectroscopy can be used to measure differences 

in adsorption heights of adsorbates. This is done by first performing Δ𝑓𝑓(𝑧𝑧) measurements on 

the same species of adsorbates that otherwise occupy different adsorption sites on a surface. It 

is important to ensure that these measurements are done relative to the same initial tip-sample 

separation. Having done so, we then determine the tip-sample separation, 𝑧𝑧min, that 

corresponds to the minima of these Δ𝑓𝑓(𝑧𝑧) curves. The differences between these values, Δ𝑧𝑧min, 

gives the approximates difference in adsorption heights for these adsorbates [201]. 
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2.4.3 Nc-AFM imaging 
Perhaps most famously, nc-AFM is used to produce bond-resolved images of organic 

molecules. Nc-AFM imaging of organic nanostructures involves recording the frequency shift, 

Δ𝑓𝑓(𝑧𝑧), as the tip scans across the region of interest, all the while maintaining a constant tip 

height. A suitable height is determined from performing a force spectroscopy measurement on 

the organic system. Typically, a tip height is chosen corresponding to a tip-sample separation 

just below 𝑧𝑧min where short-range forces are more dominant allowing for the resolving of 

chemical bonds in imaging. At such a tip height, a bare metallic nc-AFM tip will induce a large 

tip-sample interaction that will perturb the tip, organic nanostructure, or both. As outlined in 

the previous section, tip passivation is used to circumvent this issue. Here, I focus on using CO 

molecules as a means of tip passivation. CO-passivation has an added effect of enhancing the 

spatial resolution of nc-AFM imaging leading to the well-known chemical bond-resolved 

images of organic molecules (see 

 

Figure 2.24). 
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Figure 2.24: Nc-AFM imaging with a metallic tip vs passivated tip. (a) Chemical structure of a 
pentacene molecule. (b) Constant-height nc-AFM imaging with a bare metallic tip of a pentacene 
molecule. (c) Constant-height nc-AFM imaging with a CO-passivated tip of a pentacene molecule 
showing the resolved chemical bonds. The scalebars in b-c show the variation in the shift in resonance 
frequency, Δ𝑓𝑓. The figure was adapted from ref. [167] with permission from AAAS.  

The enhanced resolution has been attributed to the flexible movement of the CO 

molecule at the tip apex position [202, 203]. This enhancement in imaging resolution has also 

been attributed to the localized p-orbital extending from the Oxygen atom of the CO molecule 

toward the sample [170, 204]. The exact origin for the intra-molecular contrast remains 

inconclusive. 

2.4.4 Kelvin probe force microscopy 

Bond-resolved imaging as seen in the previous section is enabled thanks to nc-AFM’s 

sensitivity to short-range forces. On the other hand, nc-AFM’s sensitivity to long-range forces, 

in particular electrostatic forces, enables the measurement of local variations in the work 

function of a surface via Kelvin probe force microscopy (KPFM). Through measurements of 

the local work function of a surface, one can, for example, directly access the charge 

distribution of nanostructures on a surface [37] or discriminate between different charge states 

of an adsorbate [205]. 

KPFM measurements are performed by measuring the contact potential difference, 

𝑉𝑉CPD, between the nc-AFM tip and the sample of interest. Generally, when a metallic tip and 

surface are physically far apart (and electrically insulated), they have different work functions 

and consequently different Fermi levels (see Figure 2.25a). The contact potential difference, 

𝑉𝑉CPD, is defined as the difference between these work functions:  

𝑉𝑉CPD =
(Φ𝑠𝑠 − Φ𝑟𝑟)

𝑒𝑒
 

 

                 

(Eq. 2.39) 
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When the tip and sample are brought into electrical contact, electrons flow between them until 

the Fermi levels for both equilibrate, 𝐸𝐸𝐹𝐹𝑟𝑟 = 𝐸𝐸𝐹𝐹𝑠𝑠, (see Figure 2.25b). This transfer of electrons 

causes the accumulation of net charges in the both the tip and the sample where the metal with 

the (originally) larger work function developing a negative net charge at its surface and the 

other with net charge of the same magnitude but opposite in sign. In the context of an STM 

junction, these opposing charges create an electrostatic field with a force, 𝐹𝐹𝑒𝑒𝑒𝑒, between them. 

 
Figure 2.25: Overview of the measurement of the contact potential difference in an STM junction. 
(a) When the tip and sample are physically and electrically separated, their vacuum levels are aligned. 
With differing work functions, the tip and sample have different Fermi levels. The difference in their 
work functions is known as the contact potential difference, e𝑉𝑉CPD. (b) When the tip and sample are 
electrically connected, electrons flow until the Fermi levels both the tip and sample equilibrate. The 
transfer of electrons results in an electrostatic force, 𝐅𝐅el, across the STM junction. (c) When tunnelling 
bias is equal to the contact potential difference, 𝑉𝑉b = 𝑉𝑉CPD, the tip and sample become electrically neutral 
as in (a). This corresponds to a situation where |𝐅𝐅el| = 0 in the STM junction which can be measured 
using nc-AFM. 

The contact potential difference, 𝑉𝑉CPD, can be measured by applying a bias voltage 

such that electrons are forced to flow between the tip and the sample until they become 

electrically neutral again. In this case, the electrostatic force between the tip and sample is null, 

i.e., |𝐅𝐅el| = 0. In this situation, the applied bias voltage is equal to the contact potential 

difference, 𝑉𝑉b = 𝑉𝑉CPD (see Figure 2.25c). In principle, KPFM via nc-AFM can be used to 

measure the electrostatic force between the tip and sample and deduce the contact potential 

difference, 𝑉𝑉CPD. The lateral spatial resolution of the nc-AFM tip allows for the measurement 

in the variation surface contact potential difference, i.e., we can measure the local contact 

potential difference (LCPD) rather than the large surface-averaged value of the contact potential 

difference. 
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Figure 2.26: Measurement of local contact potential difference (LCPD) via Kelvin probe force 
microscopy. Here the measurements of Δ𝑓𝑓(𝑉𝑉) on the bare metal surface (black circle) and on the organic 
molecule (blue square and red triangle) yield parabolic curves. Fitting these curves with a parabola allows 
for the extraction for the maxima for these curves which corresponds to the LCPD at the measurement 
locations. Differences in the LCPD show differences in charge accumulation at the organic molecule 
compared to the bare metallic surface. Figure adapted from ref. [37] under a Creative Commons 
Attribution 4.0 International License. 

KPFM measurements are performed by measuring the frequency shift as a function of 

applied tunnelling bias voltage, Δ𝑓𝑓(𝑉𝑉), at a specific location on the sample and at a constant 

tip height. The choice of tip height is important as we would need to ensure that the only forces 

sensed by the nc-AFM tip are electrostatic in nature, i.e., this measurement must be performed 

far enough that other forces, such as Pauli repulsion, are negligible. Force spectroscopy (see 

subsection 2.4.2) can help determine a suitable tip height (preferably where the force curve is 

flat). KPFM measurements typically result in Δ𝑓𝑓(𝑉𝑉) curves that resemble a parabola such as in 

Figure 2.26. To see why, we model the tip and sample in the STM junction as parallel plate 

capacitors with a capacitance 𝐶𝐶 and with energy 𝑈𝑈𝑒𝑒𝑒𝑒 = 1
2
𝐶𝐶(𝑉𝑉𝐶𝐶𝐿𝐿𝐶𝐶 − 𝑉𝑉)2. The electrostatic force, 

|𝐅𝐅el| =  𝐹𝐹el, in the STM junction is, therefore, according to this model:  

𝐹𝐹𝑒𝑒𝑒𝑒(𝑉𝑉, 𝑧𝑧) = −∇𝑈𝑈𝑒𝑒𝑒𝑒 = −
1
2

(𝑉𝑉𝐶𝐶𝐿𝐿𝐶𝐶 − 𝑉𝑉)2
d𝐶𝐶
d𝑧𝑧

  
 

                 

(Eq. 2.40) 

Since Δ𝑓𝑓 ∝ 𝜕𝜕𝐹𝐹el/𝜕𝜕𝑧𝑧 and that that 𝑉𝑉𝐶𝐶𝐿𝐿𝐶𝐶 and 𝑉𝑉 are independent of 𝑧𝑧, then:  
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Δ𝑓𝑓(𝑉𝑉) ∝ −
1
2

(𝑉𝑉𝐶𝐶𝐿𝐿𝐶𝐶 − 𝑉𝑉)2  
 

                 

(Eq. 2.41) 

This explains the parabolic shape of KPFM curves. The accurate determination of the LCPD 

can then be performed by fitting these KPFM curve with a quadratic function. 

2.4.5 State-of-the-art nc-AFM 

Nc-AFM represents a versatile tool in the study of low-dimensional materials especially in the 

study of low-dimensional organic nanostructures. The techniques outlined in the previous 

subsections enables the characterisation of molecular properties such as the adsorption 

geometry and conformation of individual molecules on surfaces [201, 206–208], discrimination 

of bond orders of bonds within organic molecules [209–211], molecular charge states [212, 

213], and molecular charge distribution [214, 215]. Nc-AFM is also incredibly useful in 

molecular identification, particularly, in tracking the reaction process of surface-assisted 

organic molecular reactions such as in dehydrogenation reactions [216] or Bergman cyclization 

reactions [217]. Altogether, these make nc-AFM another invaluable tool, alongside STM and 

STS, for the characterisation of low-dimensional organic nanostructures on surfaces.  

2.5 Details of Experimental Set-up 
All results and findings presented in this work were performed using a commercially available 

low-temperature scanning probe microscope (LT-SPM) from Createc Fischer & Co. The LT-

SPM used is located at the New Horizons Research Centre at Monash University, Australia. 

Here, I provide an overview of this experimental set-up and associated tools.  

2.5.1 Overview of low-temperature scanning probe microscopy set-up 

Figure 2.27 shows an image of the LT-SPM used in this work. The set-up consists of three 

chambers: (i) an STM chamber; (ii) a preparation chamber; and (iii) a load-lock chamber. These 

chambers are partitioned from one another by means of an operable gate valve. The STM 

chamber houses a cryostat cooling the STM head where characterisation of samples of interest 

are performed. These samples are prepared in the preparation chamber where various sample 

preparation tools such as source evaporators, a residual gas analyser, and an ion source are 

located. A translational manipulator is also affixed to this chamber where the substrates are 

mounted during sample preparation. The STM and preparation chambers are kept under UHV 

with a pressure of ~1 × 10−10 mbar, keeping all operations involving growth and 

characterisation of samples of interest under UHV conditions. The load-lock chamber is a small 

volume chamber that enables quick insertion of materials from ambient conditions (outside the 

chamber) into the preparation chamber and vice versa. The small volume enables quick 

pumping down of the chamber from ambient pressures necessary for this procedure.  
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Figure 2.27: Overview of LT-SPM at New Horizons Research Centre, Monash University, 
Australia. The LT-SPM set-up consists of three main chambers: (i) STM chamber; (ii) preparation 
chamber; and (iii) load-lock chamber. Pumps allow UHV conditions to be maintained within the 
chambers. The cryostat can be filled with cryogenic liquids such as liquid helium (lHe) or liquid nitrogen 
(lN2) enabling characterisation of samples of interest at ~5 K or at ~80 K, respectively. 

Vacuum conditions of the chambers are achieved through a combined action of various 

pumps such as turbomolecular pumps (with scroll pumps as backing pumps), ion pumps, and 

titanium sublimation pumps. The cryostat when kept cold with the use of cryogenic liquids, 

further acts as a kind of cryopump. These pumps, altogether, enable a final pressure in the high 

10−11 to low 10−10 mbar in the STM chamber. Pressures in the chambers of the LT-SPM set-

up are monitored using hot-filament ion gauges. 

2.5.2 STM head and cryostat 

Figure 2.28a shows a schematic drawing of the STM head and cryostat. The cryostat has an 

inner cylinder that holds cryogenic liquids such as liquid nitrogen (lN2) or liquid helium (lHe). 

The choice of cryogenic liquid dictates the operating base temperature for STM/nc-AFM 

measurements namely ~5 K, ~80 K or room temperature if the inner cylinder is filled with lHe, 

lN2, or neither, respectively. The cryostat also has an outer jacket that can be filled with lN2. 

This increases the hold time, i.e., the amount of time that it takes for the cryogenic liquid in the 

inner cylinder, which keeps the instrument cold, to evaporate away. When the inner cylinder 

and outer jackets are filled with lHe and lN2, respectively, the hold time is approximately 72 

hours. After which, the cryogenic liquids need to be replaced. This places restrictions on any 

continuous measurements (e.g., d𝐼𝐼/d𝑉𝑉 STS grid). 
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Figure 2.28: Overview of STM head and cryostat. (a) schematic overview of cryostat and STM head 
located at the bottom of the cryostat. (b) Image of an STM head removed from the STM chamber. When 
unclamped, the STM head hangs freely off the base of the cryostat by three springs. (c) Image of STM 
tip/sample stage within the STM head. The movement of the tip is driven by piezoelectric actuators. (d) 
Image of an STM tip above a sample within the STM tip/sample stage.  

The STM head is located directly at the bottom of the cryostat. This ensures efficient 

cooling of the entire STM head when clamped, i.e., when it is not freely floating. When 

unclamped, the STM hangs freely from the bottom of the cryostat on three springs (see Figure 

2.28b). These springs together with a magnetic eddy-current damping system decouples the 

STM head from external vibrations. In this configuration (unclamped), the STM head maintains 

thermal contact with the cryostat via a thin Cu wire, enabling cooling of the STM head. The 

STM head itself is based on a Pan-styled slider type model [218] where piezoelectric actuators 

move the tip toward a sample and enable lateral movements of the tip across the sample (see 

Figures 2.28c,d). An STM or nc-AFM tip is placed in the tip holder and can be exchanged in-

situ. A small Zener diode mounted to the baseplate of the STM head can be operated to locally 
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heat up the STM head. This enables temperature-dependent measurements such as those 

presented in Chapter 5. Heating up the STM head yields an increased lHe consumption which 

means a reduced hold time. 

2.5.3 STM and nc-AFM tips 
Throughout this dissertation, standard home-made Pt/Ir STM tips and commercially available 

Createc qPlus Pt/Ir sensors were used. The quality of data, e.g., STM and nc-AFM imaging 

depends strongly on the morphology of the tip apex. Unwanted artefacts in imaging such as 

doubling (where imaging is doubled) caused by a tip apex morphology where there are two 

protruding atoms can happen [219]. Blurred imaging due to a blunt tip is also possible. High 

quality data often involves a sharp tip with a single protruding atom at the tip apex. Tip 

conditioning can help achieve such a tip in-situ. One way of conditioning the tip involves a 

deliberate indentation of the tip in a bare metallic surface. This procedure leads to a 

restructuring of the tip apex and is continuously repeated until a desired imaging quality is 

achieved. Bias pulses—rapid changes in the tunnelling bias voltage—can also help to 

restructure the tip apex. Alternatively, applying a large enough bias to the tip (100 V) can lead 

to the emission of electrons from the tip to the sample in high currents. Reversing the polarity 

results in the bombardment of the tip by electrons emitted from the surface. This procedure, 

known as field emission, can also assist in progressively restructuring the tip. 

2.5.4 STM and nc-AFM calibration 

Precise movements of the STM and nc-AFM tips in the 𝑥𝑥, 𝑦𝑦, and 𝑧𝑧 directions are ensured by 

their proper calibration. The lateral movements of the tips (𝑥𝑥 and 𝑦𝑦 directions) are calibrated 

by acquiring atomically-resolved images of a bare surface such as Ag(111) where the surface 

lattice constant is known (see subsection 2.1.3, Figure 2.5a). The vertical movement of the tips 

(𝑧𝑧 direction) is calibrated by measuring the differences in the apparent heights of different 

terraces on Ag(111) and comparing them to the known interplanar distance of silver in the [111] 

direction, 𝑑𝑑𝐴𝐴𝐴𝐴(111) =  235.86 pm. 

2.5.5 Sample preparation tools 

As previously mentioned, samples of interests are prepared in the preparation chamber of the 

LT-SPM. Details for sample preparation can be found in subsections 0 and 2.1.4. Here, we 

mention the tools that are required for such preparations: source evaporators from which DCA 

molecules and Cu atoms can be thermally evaporated from; an ion source for Ar+ ion sputtering; 

and leak valves to introduce residual gasses such as Ar (for Ar+ ion sputtering), CO (for CO 

tip-functionalisation) and borazine (for hBN/Cu(111) sample preparation). The preparation 

chamber also houses a translational manipulator where a sample can be mounted on the 

manipulator head (see Figure 2.29). 
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Figure 2.29: Overview of translational manipulator for the LT-SPM set-up. The sample is 
mounted on at the manipulator head located at the end of the manipulator either at the cool 
stage or the e-beam stage. The location and the relative orientation of the sample within the 
preparation chamber is manipulated via the micrometre screw gauges, the z-winch, and the 
rotation winch. Annealing of the sample can be done using the e-beam heater (for high-
temperature annealing) or using the cool-stage heater (for low-temperature annealing). 

With the manipulator, the position of the sample can be manipulated within the 

chamber via the micrometre screws (displacement in 𝑥𝑥 and 𝑦𝑦), the z-winch (displacement along 

𝑧𝑧), and the rotation winch (rotation about 𝜃𝜃). This allows the sample to be positioned 

appropriately, for example, for molecular/atomic deposition via MBE or for Ar+ ion sputtering. 

Mounting the sample on the E-beam stage allows for annealing of the sample (up to ~1200°C) 

necessary for cleaning the Ag(111) and Cu(111) substrates and for preparing ultrathin 

hBN/Cu(111) samples. A cool-stage heater allows for reliably controlled heating of the sample 

at lower temperatures (< 200°C). The cool stage is also effective at cooling the sample down to 

~100 K when the manipulator is fed lN2 through the cooling inlets.  
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Chapter 3  

Electric Field Control of Molecular Charge 

State in DCA/Ag(111) Nanoarray 
 

3.1 Overview 
DCA molecules are aromatic, mirror-symmetric organic molecules that hosts reactive cyano-

functional groups. The cyano-functional groups of these molecules can facilitate a variety of 

in-plane intermolecular interactions and can therefore facilitate the on-surface formation of 

variety of different 2D organic nanostructures (see section 1.4 and subsection 2.1.1). This 

versatility is particularly important in elucidating the impact of different interactions at the 

nanoscale on the structural and electronic properties of on-surface self-assembled 

nanostructures. As a first step, I sought to experimentally characterise, using the methods 

detailed in Chapter 2, the structural and electronic properties of DCA molecules on an Ag(111) 

surface. This constitutes an important prelude to studying more complicated DCA-based 

organic nanostructures on surfaces such as the proposed 2D DCA3Cu2 kagome metal-organic 

framework (MOF) [63]. The choice of Ag(111) surface is motivated by the chemically inert 

nature of the noble metal surface. Ag(111) also does not suffer from surface reconstructions 

such as those observed in Au(111), i.e., the herringbone surface reconstruction [220, 221]. The 

(111) face of the Ag metal was chosen for its hexagonal surface lattice structure which is 

preferable for the growth of structures that are of similar symmetry such as the proposed 2D 

DCA3Cu2 kagome MOF [63]. 

Here, I present results demonstrating the synthesis of a single-component self-

assembled 2D array of DCA molecules that exhibit electric-field-controlled spatially periodic 

charging on a noble metal surface, Ag(111). I show that the charge state of the DCA molecules 

can be altered (between neutral and negative), depending on its adsorption site, by the local 

electric field induced by an STM tip. Here, these molecules act as quantum dots [222, 223] 

(QD) with controllable integer charge states, where their manipulation of charge—at the single 

electron level and with nanoscale precision—allows for various potential applications [57], e.g., 

memory storage [224], classical and quantum computing [225], and light-emitting devices [59]. 

This level of charge control, via an external electric field, is typically hindered on metallic 

substrates due to screening of the applied field, pinning of the molecular states to the metal 

Fermi level, and/or hybridisation between molecular and surface electronic states [226]. By 
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efficiently decoupling molecule and substrate electronic states—that is, creating an effective 

potential barrier that separates molecule and surface—it becomes possible to alter the charge 

state of the molecular adsorbate with an external electric field. 

By means of STM and STS, I show that the charging of the DCA molecules on Ag(111) 

is enabled by an effective tunnelling barrier as a result of limited metal-molecule interactions. 

Subtle site-dependent variation of the molecular adsorption height as measured by STM and 

nc-AFM measurements translates into a significant spatial modulation of the molecular 

polarizability, dielectric constant, and lowest unoccupied molecular orbital (LUMO) energy 

level alignment, giving rise to a spatially dependent effective molecule-surface tunnelling 

barrier. Density functional theory calculations, as performed by a collaborator, Dr. Yuefeng 

Yin, are presented to complement the experimental findings. Dr. Cornelius Krull assisted in 

performing some of the measurements presented in this chapter. Dr. Cornelius Krull, Dr. 

Yuefeng Yin, Prof. Nikhil Medhekar and Dr. Agustin Schiffrin, all assisted in the interpretation 

of the findings here. Unless otherwise stated, all experimental measurements, presented in this 

chapter were performed at 4.4 K.  

Finally, the results presented in this chapter have been published as Kumar, D.; Krull, 

C.; Yin, Y.; Medhekar, N. V.; Schiffrin, A. Electric Field Control of Molecular Charge State in 

a Single-Component 2d Organic Nanoarray. ACS Nano 2019, 13 (10), 11882–11890 [81]. 

3.2 Structural Characterisation of DCA Monolayer on Ag(111) 

3.2.1 STM and nc-AFM structural characterisation 
Figure 3.1a shows an nc-AFM image (taken with a CO-functionalised tip; see subsection 2.2.7) 

of DCA molecules within a self-assembled domain after deposition on Ag(111) (see subsection 

2.1.5 for sample preparation details). Here, we considered sub-monolayer molecular coverages 

that resulted in DCA domains larger than 200 × 200 nm2. The molecules form a 2D monoclinic 

lattice with unit cell vectors 𝐚𝐚𝟏𝟏 and 𝐚𝐚𝟐𝟐 (‖𝐚𝐚𝟏𝟏‖ = 1.20 ± 0.02 nm; ‖𝐚𝐚𝟐𝟐‖ = 0.99 ± 0.01 nm; 

∠(𝐚𝐚𝟏𝟏;𝐚𝐚𝟐𝟐) = 53 ± 1°). Like other aromatic molecules, DCA adopts a planar adsorption 

configuration on Ag(111) [227–230]. The molecular axis along the anthracene group (yellow 

dashed line) follows a 5 ± 1° angle with respect to 𝐚𝐚𝟏𝟏.The two-fold symmetric cyano groups – 

with their lone electron pairs – mediate in-plane directional hydrogen-bonding with the 

neighbouring molecules’ extremities of the anthracene group, resulting in non-covalent 

networking. Such non-covalent 2D molecular self-assembly based on in-plane hydrogen 

bonding involving cyano-containing molecules is well established [68, 77, 113]. 
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Figure 3.1: STM and nc-AFM imaging of DCA submonolayers on Ag(111). (a) Tip-functionalised 
nc-AFM image of DCA molecules in a self-assembled monolayer on Ag(111) (tip retracted 20 pm with 
respect to STM set point 𝑉𝑉b = –20 mV, 𝐼𝐼t = 200 pA, adjusted on top of molecule centre). Long molecular 
axis (yellow dashed line) forms a ~5° angle with vector 𝐚𝐚𝟏𝟏. (b)-(f) Constant-current STM imaging of 
DCA sub-monolayer on Ag(111) at 𝑉𝑉b = –0.6, –2.2, –2.4, –2.6, –3.0 V (𝐼𝐼t = 50 pA). At 𝑉𝑉b = –0.6 V, the 
molecular domain appears homogenous; each bright ellipse is a DCA molecule. As 𝑉𝑉b decreases, some 
molecules are imaged darker, with a smaller apparent height [molecule labelled M0 in (c) inset; M25 
indicates molecule with unchanged contrast], defining a periodic superstructure with unit cell vectors 𝐜𝐜𝟏𝟏 
and 𝐜𝐜𝟐𝟐. The number of these dark molecules increases with increasing absolute value of 𝑉𝑉b. Labels M0 
and M25 in (a) and in insets of (b) and (c) indicate the same molecules. 

The STM image in Figure 3.1b shows a larger area of the DCA self-assembly at a bias 

voltage, 𝑉𝑉b = – 0.6 V. Each bright elliptical feature corresponds to a single DCA molecule (inset 

of Figure 3.1b). Like the nc-AFM image in Figure 3.1a, the DCA domain appears 

homogenous. Figures 3.1c-f correspond to STM images of the same area at different bias 

voltages (𝑉𝑉b = – 2.2 V, – 2.4 V, – 2.6 V, – 3.0 V, respectively). We observe that some molecules 

show a change in contrast, with a significantly smaller apparent height (label ‘M0’ in inset of 

Figure 3.1c), that is, with a significantly lower conductance (since a smaller tip-sample distance 

is required to maintain the same tunnelling current). This change in contrast depends on the 

applied bias voltage, with more molecules showing a smaller apparent height along 𝐚𝐚𝟏𝟏 as the 

absolute value of 𝑉𝑉b increases. This change in imaging contrast is reversible; the molecule 

regains its normal appearance with decreasing absolute value of 𝑉𝑉b. The molecules with altered 

contrast define a periodic superstructure, which, for this specific molecular domain, has unit 

cell vectors 𝒄𝒄𝟏𝟏 = 22𝐚𝐚𝟏𝟏 − 𝐚𝐚𝟐𝟐 and 𝐜𝐜𝟐𝟐 = 6𝐚𝐚𝟏𝟏 + 2𝐚𝐚𝟐𝟐 (Figure 3.1f), with |𝐜𝐜𝟏𝟏| = 26.4 ± 0.1 nm, 

|𝐜𝐜𝟐𝟐| = 7.5 ± 0.1 nm, and ∠(𝐜𝐜𝟏𝟏; 𝐜𝐜𝟐𝟐) = 11 ± 1° (superstructure unit cell area: 37.8 ± 4.0 nm2). 
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Here, along 𝐚𝐚𝟏𝟏, this bias-dependent imaging contrast behaviour repeats after 50 molecules. 

Along this direction, we labelled the molecules sequentially as ‘Mi’ (i = 0, …, 49), with ‘M0’ 

corresponding to the molecule that shows a change in contrast at the smallest |𝑉𝑉b|. 

 
Figure 3.2: FT-STM and apparent height measurements of DCA/Ag(111). (a) Fourier transform (FT; 
k = 1/wavelength) of STM image in Figure 3.1b, superimposed to the FT of an atomically resolved STM 
image of bare Ag(111). Vectors 𝐯𝐯𝟏𝟏∗  and 𝐯𝐯𝟐𝟐∗ , 𝒂𝒂𝟏𝟏∗  and 𝐚𝐚𝟐𝟐∗ , and 𝐜𝐜𝟏𝟏∗  and 𝐜𝐜𝟐𝟐∗  (indicated by black triangles in 
inset) define, respectively, unit cells of the reciprocal Ag(111) atomic lattice, of the reciprocal DCA 
domain lattice, and of the reciprocal superstructure lattice given by small variations of the molecular 
STM apparent height. These lattices are commensurate with each other. The reciprocal space vectors 𝐜𝐜𝟏𝟏∗  
and 𝐜𝐜𝟐𝟐∗  correspond to the real space vectors 𝐜𝐜𝟏𝟏 and 𝐜𝐜𝟐𝟐 in Figure 3.1f. That is, the superstructure in Figure 
3.1c – f given by bias-dependent altered contrast of DCA is perfectly correlated to the superstructure 
given by small apparent height variations in Figure 3.1b. (b) STM apparent height profiles of a molecular 
row along 𝐚𝐚𝟏𝟏 at 𝑉𝑉b = – 0.6 V (red arrow in Figure 3.1b)  and at 𝑉𝑉b = – 2.2 V (black arrow in Figure 
3.1c). At 𝑉𝑉b = – 0.6 V, the apparent height of molecule M0 is 0.05 ± 0.01 Å smaller than that of M25. (c) 
Nc-AFM (tip functionalised with CO) resonance frequency shift Δ𝑓𝑓 as a function of relative tip-sample 
distance 𝑧𝑧rel (𝑧𝑧rel = 0 corresponds to STM set point 𝑉𝑉b = –20 mV, 𝐼𝐼t = 200 pA measured on M0), measured 
on M0 (red) and M25 (blue) (see Figure 3.1a). The turning point difference of ~0.12 Å confirms that M0 
adsorbs closer to the surface than M25, and that molecule-surface distance depends on adsorption site, 
consistent with the STM apparent height variations. 

Figure 3.2a corresponds to the Fourier Transform (FT) of the STM image in Figure 

3.1b superimposed on the FT of an atomically resolved STM image of bare Ag(111) (reciprocal 

lattice unit cell vectors 𝐯𝐯𝟏𝟏∗and 𝐯𝐯𝟐𝟐∗). We observe peaks related to the periodicity of the molecular 

self-assembly (red dashed circles; vectors 𝐚𝐚𝟏𝟏∗  and 𝐚𝐚𝟐𝟐∗ ) as well as lower frequency peaks (black 

triangles in Figure 3.2a inset; vectors 𝐜𝐜𝟏𝟏∗  and 𝐜𝐜𝟐𝟐∗). These lower frequency peaks correspond to 

a subtle real-space long-range modulation of the molecular domain STM apparent height in 

Figure 3.1b. Importantly, the Fourier space vectors 𝐜𝐜𝟏𝟏∗  and 𝐜𝐜𝟐𝟐∗  associated with this modulation 

correspond to the real space vectors 𝐜𝐜𝟏𝟏 and 𝐜𝐜𝟐𝟐 associated with the bias-dependent superstructure 
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in Figures 3.1c-e. That is, the molecules (labelled ‘M0’) that have a slightly smaller (~0.05 Å) 

STM apparent height in Figure 3.1b (closer to the surface) are those that appear darker in 

Figure 3.1c as the bias voltage 𝑉𝑉b is lowered from positive to negative values. This can further 

be observed in the STM apparent height profiles in Figure 3.2b. 

From the FT in Figure 3.2a, we can deduce that for the molecular domain in Figures 

3.1b–f: 

� 
𝐚𝐚𝟏𝟏
𝐚𝐚𝟐𝟐 � = �199/50 0

14/25 3� � 
𝐯𝐯𝟏𝟏
𝐯𝐯𝟐𝟐 � (Eq. 3.1) 

where 𝐯𝐯𝟏𝟏 and 𝐯𝐯𝟐𝟐 define a real-space unit cell of the Ag(111) atomic lattice, and therefore: 

� 
𝐜𝐜𝟏𝟏
𝐜𝐜𝟐𝟐 � = �87 −3

25 6 � � 
𝐯𝐯𝟏𝟏
𝐯𝐯𝟐𝟐 � (Eq. 3.2) 

  

The DCA self-assembly is commensurate with the noble metal atomic lattice, with the 

molecular row along 𝐚𝐚𝟏𝟏 parallel to one of the Ag(111) <1,1,0> crystallographic axes. The 

superstructure with unit cell vectors 𝐜𝐜𝟏𝟏 and 𝐜𝐜𝟐𝟐 is a Moiré structure resulting from the lattice 

mismatch [231–233] between the molecular domain and Ag(111). Therefore, the change in 

molecular STM imaging contrast observed at negative biases (Figures 3.1c-f) depends on the 

molecules’ adsorption site; two DCA molecules with the exact adsorption site will exhibit the 

same bias-dependent change in STM imaging contrast. It is important to note that the long range 

of the STM contrast modulation periodicity along 𝐚𝐚𝟏𝟏 results in molecular domains where the 

relationships between vectors {𝐜𝐜𝟏𝟏, 𝐜𝐜𝟐𝟐} and {𝐯𝐯𝟏𝟏,𝐯𝐯𝟐𝟐} vary slightly but remain commensurate (see 

Appendix A.2). 

Measurements of nc-AFM frequency shift, Δ𝑓𝑓, as a function of tip-molecule distance 

𝑧𝑧 above different molecules (using a CO-functionalised tip) allow for the evaluation of the 

differences in the real adsorption heights of different molecules (see subsection 2.4.2), as 

opposed to differences in the apparent heights for the different molecules measured by STM. 

The differences in the 𝑧𝑧 positions of the Δ𝑓𝑓(𝑧𝑧) minima provide an estimate for the differences 

in actual tip-sample distance (and hence in actual molecule adsorption heights). Figure 3.2c 

shows that the adsorption height of molecule M0 is ~0.12 Å smaller than that of M25. This was 

determined after fitting a 3rd order polynomial to the Δ𝑓𝑓(𝑧𝑧) data in the vicinity of the minima. 

Repeating this procedure using different CO-functionalised tips yielded measurements for the 

difference in adsorption height, Δh𝑎𝑎𝑎𝑎𝑠𝑠 between molecule M0 and M25 as shown in Table 3.1. 

These measurements give a weighted mean adsorption height difference between molecules M0 

and M25, 〈Δh𝑎𝑎𝑎𝑎𝑠𝑠〉 = 0.08 ± 0.02 Å. This corroborates the differences in the apparent heights of 

the molecules as measured by STM in Figure 3.2b. 
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Datasets Δh𝑎𝑎𝑎𝑎𝑠𝑠 = h𝑚𝑚𝑖𝑖𝑛𝑛
(25) − h𝑚𝑚𝑖𝑖𝑛𝑛

(0)  

Tip 1 0.024 Å 
Tip 2 0.062 Å 
Tip 3 0.117 Å 
Tip 4 0.109 Å 
Tip 5 0.089 Å 

Table 3.1: Adsorption height differences between DCA molecules measured via nc-AFM. 
Difference in adsorption height, Δh𝑎𝑎𝑎𝑎𝑠𝑠, between molecules M0 (h𝑚𝑚𝑖𝑖𝑛𝑛

(0) : 𝑧𝑧 position of Δ𝑓𝑓(𝑧𝑧) minimum for 

M0) and M25 (h𝑚𝑚𝑖𝑖𝑛𝑛
(25)), was measured with 5 different CO-functionalised tips. This resulted in a mean 

adsorption height difference, 〈Δh𝑎𝑎𝑎𝑎𝑠𝑠〉 = 0.08 ± 0.02 Å (the uncertainty reported is the standard error of 
the mean). 

This (subtle) variation in the molecules’ adsorption heights can also be seen in nc-AFM 

imaging of the molecular domain (see Figure 3.3a). Figure 3.3b shows the FT of the nc-AFM 

image in Figure 3.3a. Fourier-space peaks with vectors space peaks with vectors 𝐜𝐜𝟏𝟏∗  and 𝐜𝐜𝟐𝟐∗  

indicate low-frequency modulation identical to that observed in STM imaging (Figure 3.2a). 

 
Figure 3.3: Variation of DCA/Ag(111) molecular adsorption height measured via nc-AFM. (a) 
Constant-height nc-AFM Δ𝑓𝑓 image of DCA/Ag(111) taken with CO-functionalised tip (tip height 
determined by STM set point 𝑉𝑉b = -20 mV, 𝐼𝐼t = 200 pA on a DCA molecule; imaging at 𝑉𝑉b = 0 V). (b) 
FT of nc-AFM image in (a) showing peaks with vectors 𝐚𝐚𝟏𝟏∗  and 𝐚𝐚𝟐𝟐∗  corresponding to the periodicity of 
the molecular lattice (dashed circles) and low frequency peaks with vectors 𝐜𝐜𝟏𝟏∗  and 𝐜𝐜𝟐𝟐∗  due to the subtle 
long-range modulation of the molecules’ adsorption height (white triangles). 

3.2.2 DFT-calculated adsorption height 
To understand the varying adsorption heights (as measured by STM and nc-AFM) of the DCA 

molecules on Ag(111), DFT calculations were performed by collaborator Dr. Yuefeng Yin to 

determine how the conformation of a single DCA molecule change as a function of its 

adsorption site on Ag(111). For the DFT computation, we considered three inequivalent initial 

DCA adsorption sites and allowed the system to relax to a final, energetically favourable, 

configuration. Figure 3.4 shows the resulting adsorption heights, with slight variations 
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depending on the adsorption site. Here, we find variations of the adsorption height of ~0.1 Å. 

This is consistent with the findings via nc-AFM (〈Δh𝑎𝑎𝑎𝑎𝑠𝑠〉 = 0.08 ± 0.02 Å). With DFT, the 

average adsorption height was found to be 〈h𝑎𝑎𝑎𝑎𝑠𝑠〉 ≈ 2.86 Å. Details of the DFT computation 

can be found in the Appendix A.1. 

 
Figure 3.4: DFT-calculated energetically favourable adsorption geometries of DCA on Ag(111). 
Here we consider three inequivalent initial adsorption sites for single DCA molecules on Ag(111) and 
then allow the molecules to relax to their final configuration. The shown adsorption heights consist of 
the average distances between the molecule atoms and the atoms of the Ag surface top layer. The figure 
is courtesy of Dr. Yuefeng Yin.  

3.3 STS Characterisation of DCA Monolayer on Ag(111) 
To gain insight into the bias-dependent change in STM imaging contrast (Figure 3.1), we 

performed differential conductance d𝐼𝐼 d𝑉𝑉⁄  STS measurements at different locations within a 

molecular domain (see Figure 3.5; note that this is a different domain from that of Figure 3.1 

and Figure 3.2). In Figure 3.5b, the d𝐼𝐼 d𝑉𝑉⁄  spectrum taken on top of molecule M0 (molecule 

that changes its STM contrast at negative bias with the smallest absolute value |𝑉𝑉b|; e.g., inset 

Figure 3.1c) shows a dip at a voltage 𝑉𝑉∗ ≈ –2.1 V. This dip in the d𝐼𝐼 d𝑉𝑉⁄  STS spectrum is 

indicative of surface-to-molecule electron transfer and negative charging of the molecule 

induced by the bias voltage at the STM junction [56]. Note that this is characteristically similar 

to Coulomb blockade effects observed when tunnelling through quantum dots [234, 235]; sharp 

changes in the tunnelling conductance are due to an increase in energy required for tunnelling 

electrons to overcome the Coulomb repulsion and subsequently occupy an already electron-

occupied quantum dot. The ring observed in the negative-bias d𝐼𝐼 d𝑉𝑉⁄  map in Figure 3.5b inset 

corroborates the charging of the molecule [236–241]. The charging bias onset 𝑉𝑉∗corresponds 

to the bias below which the contrast of the molecule changes in STM imaging, with a significant 

bias-dependent reduction of the apparent height (e.g., dark molecules in Figures 3.1c-f). This 

contrast change is the result of bias-induced negative charging of DCA. 

The charging onset 𝑉𝑉∗ depends on the location of the molecule within the molecular 

domain. Molecule M0 exhibits the smallest absolute value |𝑉𝑉∗|; the further a molecule is from 
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M0 along 𝐚𝐚𝟏𝟏, the larger |𝑉𝑉∗| is (see Appendix A.3). For example, 𝑉𝑉∗ ≈ –2.23 V for molecule 

labelled M4 along 𝐚𝐚𝟏𝟏 in Figure 3.5a. Within the considered bias voltage window (i.e., for 𝑉𝑉b >

−3.2 V, since 𝑉𝑉b < −3.2 V tends to damage the molecules in the nanofilm), we did not observe 

charging for molecules adjacent to M0 in the next parallel molecular row (for example, molecule 

M29). 

 

Figure 3.5: Point STS and dI/dV mapping measurements on DCA monolayer on Ag(111). (a) 
Constant-current STM image of DCA domain (𝑉𝑉b  = –2.4 V, 𝐼𝐼t  = 50 pA). At this bias voltage, molecules 
M0 (blue dashed box) to M5 show altered contrast, with a significantly reduced apparent height (dark 
imaging). Adjacent molecular row parallel to 𝐚𝐚𝟏𝟏 shows unaltered apparent height (bright imaging). (b) 
d𝐼𝐼 d𝑉𝑉 ⁄  spectra taken at locations indicated in (a) (set point 𝑉𝑉b  = –0.5 V, 𝐼𝐼t  = 150 pA). Spectra for dark 
molecules in (a) show negative differential conductance dip at negative bias voltages 𝑉𝑉∗, indicative of 
Coulomb repulsion due to bias-induced negative charging of molecule. Negative voltage part of spectra 
was scaled by a factor of 20 for clarity. Spectra on top of molecules reveal a step-like feature with an 
onset at ~120 mV, indicative of a 2D interface state. Spectra in between molecules show a peak at positive 
bias voltages 𝑉𝑉LUMO, associated with the lowest unoccupied molecular orbital (LUMO). Inset: constant-
height d𝐼𝐼 d𝑉𝑉 ⁄ map of molecule M0 in (a), showing charging ring (𝑉𝑉b= –2.3 V; set point of 𝑉𝑉b  = –0.5 V, 
𝐼𝐼t= 150 pA on top of molecule). (c) – (d) Constant-height d𝐼𝐼 d𝑉𝑉 ⁄  maps of molecule M0 in (a), (𝑉𝑉b  = 0.15 
V and 0.3 V respectively; tip retracted 50 pm from set point 𝑉𝑉b  = –20 mV, 𝐼𝐼t= 5pA on top of molecule). 
(e) d𝐼𝐼 d𝑉𝑉 ⁄ profiles across maps in (c) (red), (d) (blue). Higher intensity at molecule center is due to 
topography (red arrows). For 𝑉𝑉b  = 0.3 V, higher intensity at anthracene extremities (cyan arrows) and 
nodal planes parallel to the axis defined by the cyano groups are characteristic of the LUMO (white 
dashed line). (f) DFT-calculated LUMO frontier of DCA in gas phase (isosurface level = 8.29 × 10-4 
e/Å3). The d𝐼𝐼 d𝑉𝑉⁄  maps in c-d were bias cuts taken from a d𝐼𝐼/d𝑉𝑉 STS grid. d𝐼𝐼/d𝑉𝑉 STS grid was 
performed by numerically differentiating obtained 𝐼𝐼-𝑉𝑉 curves at a fixed tip-sample separation. The 
d𝐼𝐼 d𝑉𝑉⁄  in the inset of b was obtained with a lock-in technique with a lock-in amplitude and frequency of 
7 mV and 1.13 kHz, respectively. 

At positive bias voltages, a d𝐼𝐼 d𝑉𝑉⁄  spectrum taken on top of a molecule (Figure 3.5b) 

shows a sharp step-like feature with an onset at ~120 mV. We associate this feature with a 2D 

electron gas (2DEG) at the molecule-metal interface [56, 242–244]. Investigation of this 
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interface 2DEG is the subject of Chapter 4. When acquired in between two molecules along 𝐚𝐚𝟏𝟏, 

a d𝐼𝐼 d𝑉𝑉⁄  spectrum shows—in addition to the 2DEG step-like feature—a peak at an energy 

which depends on the location within the long-range superstructure; next to molecule M4, the 

peak is located at ~0.34 V; next to M29, at ~0.39 V (Figures 3.5a,b). 

The d𝐼𝐼 d𝑉𝑉⁄  maps taken in the vicinity of molecule M0 at 𝑉𝑉b = 0.15 and 0.30 V (Figures 

3.5c-e) show features centred on the molecules (red arrows) that we attribute to topography (see 

Appendix A.4). At 𝑉𝑉b = 0.30 V, the map shows extra features located at the extremities of the 

anthracene groups, in between molecules along 𝐚𝐚𝟏𝟏, associated with the ~335 mV peak (cyan 

arrows; Figures 3.5d,e). The features at the anthracene extremities are reminiscent of the DCA 

lowest unoccupied molecular orbital (LUMO) with its nodal planes along the cyano-cyano axis 

[see LUMO of DCA on Ag(111) calculated by density functional theory in Figure 3.5f]. We 

hence associate the d𝐼𝐼 d𝑉𝑉 ⁄ peak at 𝑉𝑉b ≈ 335 mV with the LUMO of the DCA molecule. This 

is consistent with previous work on DCA adsorbed on graphene/Ir(111) [52]. 

3.4 Electric-field-induced Ag(111)-to-DCA Electron Transfer 

 

Figure 3.6: STM imaging showing direct topographic correlation between the DCA LUMO and 
the DCA negatively charged state. (a)-(b) Constant-current STM images of DCA monolayer on 
Ag(111) (a: 𝑉𝑉b = 330 mV, 𝐼𝐼t = 4 nA; b: 𝑉𝑉b = –3.0 V, 𝐼𝐼t = 300 pA). Nodal features (blue arrows) in-
between DCA molecules associated with the LUMO can be seen for the neutral (a) and negatively 
charged species (b). (c)-(d) Zoomed-in STM images of (a) and (b) (cyan dashed square). Black dashed 
contours outline the same molecular row. 

In the previous section, we deduced that charging of DCA at negative bias voltages for |𝑉𝑉b| >

|𝑉𝑉∗| was the result of an electron transfer from Ag(111) to the LUMO. To further support this, 
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we consider the following. Figure 3.6a shows an STM image of DCA/Ag(111) at a bias voltage 

𝑉𝑉b = 0.33 V, above the LUMO onset, where DCA is neutral. Features in between the molecule 

centres, near the anthracene extremities, are characteristic of the LUMO (blue arrows in 

Figures 3.6a,c). At negative bias voltages, for |𝑉𝑉b| > |𝑉𝑉∗|, STM imaging of negatively charged 

molecules shows similar intermolecular features at the anthracene extremities (blue arrows in 

Figures 3.6b,d), identical to the neutral DCA LUMO. This similarity between imaging of 

neutral DCA unoccupied states (positive bias) and of negatively charged DCA occupied states 

(negative bias), with features characteristic of the LUMO, provides direct evidence that the 

field-induced charging of DCA is mediated by a population of the LUMO. 

3.5 z-dependent STS Measurements and DBTJ Model 
To further understand the bias-induced charging of DCA, we performed measurements of 𝑉𝑉∗ 

and of the energy position, 𝑉𝑉LUMO, of the LUMO dI/dV peak, as a function of tip-molecule 

distance 𝑧𝑧, for different molecules (M0 to M39; here, the periodicity along 𝐚𝐚𝟏𝟏 repeats after 39 

molecules, that is, M0 = M39 and so on) along 𝐚𝐚𝟏𝟏 (see Figure 3.7a). This was done by acquiring 

𝐼𝐼-𝑉𝑉 curves on each of these molecules for negative (–0.02 to –3 V) and positive (–0.02 to 0.8 

V) bias voltages, at different tip-sample distances 𝑧𝑧 (determined relative to a tunnelling set 

point 𝑉𝑉b= –0.02 V, 𝐼𝐼t= 5 pA above M0). We then calculated d𝐼𝐼/d𝑉𝑉 by numerically 

differentiating the 𝐼𝐼-𝑉𝑉 curves and determined 𝑉𝑉∗ at a given 𝑧𝑧 and given molecule as the energy 

position of the sharp dip at negative biases (Figure 3.5b). We determined 𝑉𝑉LUMO(𝑧𝑧) of the 

LUMO peak by fitting the d𝐼𝐼/d𝑉𝑉 curves at positive biases (see Appendix A.5 for details). 

Figure 3.7b shows plots of 𝑉𝑉∗(𝑧𝑧) and 𝑉𝑉LUMO(𝑧𝑧) for M0, M5 and M9. The absolute value 

|𝑉𝑉∗| of the charging bias voltage increases linearly with increasing 𝑧𝑧 (e.g., 𝑉𝑉∗ = –1.70 V to –

2.48 V for Δ𝑧𝑧 = 3.1 Å, for M0, that is, 46 % variation,). This linear relationship provides 

evidence that the negative charging of the molecule is driven by the electric field applied at the 

STM junction; the slope of 𝑉𝑉∗(𝑧𝑧) defines the gating electric field, 𝐹𝐹g, required to charge the 

molecule (e.g., 𝐹𝐹g = –2.48 ± 0.01 V/nm for M0). The energy position 𝑉𝑉LUMO(𝑧𝑧) of the LUMO 

also decreases (slightly) as 𝑧𝑧 is increased (e.g., 𝑉𝑉LUMO = 300 to 294 mV for Δ𝑧𝑧 =1 Å for M0, 

that is, 2 % variation). This demonstrates that the molecular orbital energy level is not perfectly 

pinned to the Fermi level EF of Ag(111). Similar 𝑧𝑧-dependent variations of 𝑉𝑉LUMO have been 

observed previously, but mostly on thin dielectric films [245]. 

The observed field-induced charging and 𝑧𝑧-dependent measured 𝑉𝑉LUMO of DCA is a 

strong indication that the interaction between molecule and surface is weak. Indeed, significant 

interactions would hamper charge localisation [56, 245, 246] and would result in Fermi level 

pinning of the LUMO. We explain this limited metal-molecule interaction by the flat molecular 

adsorption, similar to other aromatic molecules [227–230], and by the cyano group lone 
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electron pairs mainly interacting with adjacent molecules’ anthracene groups via in-plane 

directional hydrogen bonding [68, 113]. The molecule-surface system therefore behaves as if 

an effective potential barrier existed between DCA and Ag(111), similar to the case of 

molecules adsorbed on thin insulating film on metals [245]. Importantly, the proximity of the 

DCA LUMO to the Fermi level is a key factor enabling the field-induced on-metal charging of 

DCA. This is in contrast to DCA dimers [formed during deposition with Ag(111) held at low 

temperature] which exhibit charging at significantly larger electric field magnitudes due to a 

higher LUMO energy and a greater molecule-surface interaction via the cyano-group lone 

electron pairs (see section 3.9). 

 
Figure 3.7: V*(z) and VLUMO(z) measurements and the double barrier tunnelling junction (DBTJ) 
model. (a) STM image (𝑉𝑉b = –2.4 V, 𝐼𝐼t = 50 pA) of molecular domain where the bias-dependent charging 
behaviour of DCA along 𝐚𝐚𝟏𝟏 repeats after 39 molecules. (b) Measurements of 𝑉𝑉∗ (bottom) and 𝑉𝑉LUMO 
(top) for molecules M0, M5 and M9 [labelled in (a)] as a function of tip-molecule distance, 𝑧𝑧. Dashed 
lines are fits of data based on the DBTJ model (Methods). Inset: zoomed-in plot of 𝑉𝑉LUMO(𝑧𝑧), 
asymptotically approaching 𝑉𝑉LUMO

(0)  as 𝑧𝑧 → ∞ (𝑧𝑧 = 0.58 nm corresponds to STM set point 𝑉𝑉b = –20 mV, 
𝐼𝐼t = 5 pA on top of M0; actual tip height was derived from DBTJ model fit). (c) Top: variation of 𝑉𝑉LUMO 
(black at 𝑧𝑧 = 0.47 nm) and 𝑉𝑉LUMO

(0)  (green) as a function of molecule label. Bottom: gating field, 𝐹𝐹g =

𝑑𝑑𝑉𝑉∗ 𝑑𝑑𝑧𝑧⁄ =  −𝑉𝑉LUMO
(0) /𝑑𝑑eff, (blue) required to charge each molecule and effective molecule-metal 

distance, 𝑑𝑑eff (red). Both 𝑉𝑉LUMO
(0)  and 𝑑𝑑eff were extracted from DBTJ model fits of 𝑉𝑉∗(𝑧𝑧) and 𝑉𝑉LUMO(𝑧𝑧) 

data. For molecules M11 to M24, 𝑉𝑉∗(𝑧𝑧) could not be measured (and 𝐹𝐹g, 𝑉𝑉LUMO
(0) , 𝑑𝑑eff could not be extracted) 

due to Coulomb repulsion effects from neighbouring charged molecules. All error bars are ±1 standard 
deviation, except for 𝑉𝑉∗(𝑧𝑧) in (b) where they were omitted due to small size. (d) Schematic of DBTJ 
energy model depicting charging of molecules M0 and M9 [red and green arrows in (a)]. Charging bias 
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onset 𝑉𝑉∗ corresponds to bias voltage 𝑉𝑉b at which the substrate’s Fermi level and molecule’s LUMO align; 
𝑉𝑉∗ depends on 𝑧𝑧, 𝑑𝑑eff and 𝑉𝑉LUMO

(0) . Top: 𝑉𝑉b = 0. Bottom; 𝑉𝑉b = 𝑉𝑉∗. 

This allows us to model the STM junction as a double barrier tunnelling junction 

(DBTJ) [56, 246, 247], where one potential barrier consists of the vacuum between tip and 

molecule (with a barrier width 𝑧𝑧), and the other barrier consists of the effective potential barrier 

between molecule and metal (barrier width 𝑑𝑑eff; Figure 3.7d). Within this model, when a 

negative bias voltage 𝑉𝑉b is applied, the potential across the DCA-Ag(111) barrier drops, that is, 

the LUMO energy shifts towards 𝐸𝐸𝐹𝐹. This potential drop and resulting LUMO energy shift 

depend linearly on the ratio between 𝑑𝑑eff and total barrier width (𝑧𝑧 + 𝑑𝑑eff); they are null if 

𝑑𝑑eff (𝑧𝑧 + 𝑑𝑑eff)⁄ = 0. If the potential drop becomes equal to the intrinsic LUMO energy 𝑉𝑉LUMO
(0)  

(that is, the LUMO energy with respect to EF when 𝑉𝑉b = 0), the LUMO energy 𝑉𝑉LUMO aligns 

with 𝐸𝐸𝐹𝐹, that is, 𝑉𝑉LUMO = 0; an electron can then tunnel through the DCA-Ag(111) barrier and 

populate the LUMO, resulting in negative charging of the molecule. When molecular charging 

occurs, 𝑉𝑉b = 𝑉𝑉∗. Within this model, the bias voltage at which the molecule charge is given by: 

𝑉𝑉∗(𝑧𝑧) =  −
𝑉𝑉LUMO

(0)

𝑑𝑑eff
𝑧𝑧 − 𝑉𝑉LUMO

(0)  
                          

(Eq. 3.3) 

  

with 𝐹𝐹g = −  𝑉𝑉LUMO
(0) 𝑑𝑑eff�  [56, 236], and the measured LUMO energy with respect to EF is given 

by:  

𝑉𝑉LUMO(𝑧𝑧) = 𝑉𝑉LUMO
(0) 𝑑𝑑eff

𝑧𝑧
+ 𝑉𝑉LUMO

(0)  
                          

(Eq. 3.4) 

  

We determined 𝑉𝑉LUMO
(0)  and 𝑑𝑑eff by fitting our measured 𝑉𝑉∗(𝑧𝑧) and 𝑉𝑉LUMO(𝑧𝑧) with Eq. 3.3 and 

Eq. 3.4, respectively, for molecules M0 to M10 and M25 to M39 (Figures 3.7a,b) as described in 

the following. 

For each molecule, we determined 𝑉𝑉LUMO
(0)  and 𝑑𝑑eff by minimising the following 

quantity 𝜒𝜒: 

𝜒𝜒 = �𝜒𝜒12 + 𝜒𝜒22 
                          

(Eq. 3.5) 

where,  

𝜒𝜒1 =
∑ �𝑉𝑉∗(𝑧𝑧𝑖𝑖) − 𝑉𝑉Eq(3.3)

∗ �𝑉𝑉LUMO
(0) ,𝑑𝑑eff, 𝑧𝑧𝑖𝑖��

2

𝑖𝑖

�𝛿𝛿𝑉𝑉∗(𝑧𝑧𝑖𝑖)�
2  

 

(Eq. 3.6) 

  

and:  
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𝜒𝜒2 =
∑ �𝑉𝑉LUMO(𝑧𝑧𝑖𝑖) − 𝑉𝑉LUMO

(Eq(3.4)) �𝑉𝑉LUMO
(0) ,𝑑𝑑eff, 𝑧𝑧𝑖𝑖��

2

𝑖𝑖

�𝛿𝛿𝑉𝑉LUMO(𝑧𝑧𝑖𝑖)�
2  

 

(Eq. 3.7) 

  

The sum is performed over the all the tip heights 𝑧𝑧𝑖𝑖 for which the measurements were performed 

at. The functions 𝑉𝑉Eq(3.3)
∗  and 𝑉𝑉LUMO

(Eq(3.4)) are given by Eq. 3.3 and Eq. 3.4, respectively, whereas 

𝑉𝑉∗(𝑧𝑧𝑖𝑖), 𝑉𝑉LUMO(𝑧𝑧𝑖𝑖), 𝛿𝛿𝑉𝑉∗(𝑧𝑧𝑖𝑖), and 𝛿𝛿𝑉𝑉LUMO(𝑧𝑧𝑖𝑖) are the measured 𝑉𝑉∗(𝑧𝑧) and 𝑉𝑉LUMO(𝑧𝑧) for each 

molecule and their respective uncertainties (at different heights). 

Eq. 3.3 and Eq. 3.4 also allows us to estimate the 𝑧𝑧 = 0 reference (same for all 

molecules; see Appendix A.5). By combining these equations, we obtain:  

𝜕𝜕log (𝑉𝑉∗(𝑧𝑧))
𝜕𝜕𝑧𝑧

∗ �
𝑉𝑉LUMO(𝑧𝑧)
𝑉𝑉∗(𝑧𝑧) − 1� �

𝑖𝑖=𝑖𝑖setpoint

=
1

𝑧𝑧setpoint
 

                          
(Eq. 3.8) 

  

Using the above equation, we estimated that the absolute tip-sample distance corresponding to 

a tunnelling set point of 𝑉𝑉b = –0.02 V, 𝐼𝐼t = 5 pA at the location M0, 𝑧𝑧setpoint, is 5.8 ± 0.3 Å (see 

Appendix A.5). 

Note that we did not observe field-induced charging (for 𝑉𝑉b between ~ − 3.2 and 0 V, 

i.e., for a maximum applied electric field strength of  ~4.5 V/nm) and could not retrieve 𝑉𝑉LUMO
(0)  

and 𝑑𝑑eff (and hence 𝐹𝐹g) for M11 to M24, (Figure 3.7c); charging of these molecules is hindered 

due to Coulomb repulsion by adjacent charged molecules, which charge at smaller �𝐹𝐹g� (see 

section 3.8). It is important to note that, for a given molecule, the same values of 𝑉𝑉LUMO
(0)  and 

𝑑𝑑eff (combined with a general 𝑧𝑧 = 0 reference) result in the best fitting of both 𝑉𝑉∗(𝑧𝑧) and 

𝑉𝑉LUMO(𝑧𝑧). This demonstrates that the DBTJ model provides a good physical description of our 

system, with reliable retrieval of 𝑉𝑉LUMO
(0)  and 𝑑𝑑eff for each molecule. Also, it provides 

compelling evidence that the LUMO is indeed the electronic state involved in the charging via 

Ag(111)-to-DCA electron transfer. 

The retrieved values of 𝑉𝑉LUMO
(0)  and 𝑑𝑑eff (and hence 𝐹𝐹g) vary for different molecules 

(Figure 3.7c) following the spatial periodicity of the molecular charging pattern seen in Figure 

3.7a; that is, 𝑉𝑉LUMO
(0)  and 𝑑𝑑eff depend on the molecular adsorption site on Ag(111). For example, 

molecule M0 exhibits the smallest 𝑉𝑉LUMO
(0) ≈ 248 mV and largest 𝑑𝑑eff ≈ 1.0 Å, resulting in the 

smallest absolute value of the gating field required for charging (�𝐹𝐹g� ≈ 2.48 V/nm). For 

comparison, 𝑉𝑉LUMO
(0) ≈ 276 mV, 𝑑𝑑eff ≈ 0.8 Å and �𝐹𝐹g� ≈ 3.4 V/nm for M9 (Figure 3.7c). This 

spatially periodic variation of the susceptibility of charging for different molecules when 
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exposed to an applied electric field is what gives rise to the charging superstructure observed 

in STM images at a given bias voltage (Figure 3.1). 

3.6 Molecular Screening Environment 

What is the physical mechanism behind the adsorption site dependence of 𝑉𝑉LUMO
(0)  and 𝑑𝑑eff? We 

explain the variation of 𝑉𝑉LUMO
(0)  by screening effects from the underlying metal, that can stabilise 

an electron injected to the LUMO via an image charge and increase the molecular electron 

affinity by a stabilisation energy [248, 249], Δ𝐸𝐸(𝑑𝑑): 

𝑉𝑉LUMO
(0) (𝑑𝑑) = 𝑉𝑉LUMO

(0) (d → ∞) − Δ𝐸𝐸(𝑑𝑑) (Eq. 3.9) 

  

with: 

 Δ𝐸𝐸(𝑑𝑑) =  1
4𝜋𝜋𝜖𝜖0

𝑒𝑒2

2𝑎𝑎
 

                                       

(Eq. 3.10) 

  

where 𝑑𝑑 is the molecule-metal distance. Note that this classical approach is justified by the 

weak DCA-Ag(111) interaction observed and does not include quantum mechanical effects 

(e.g., hybridisation). Given the small spatially periodic variations of 𝑑𝑑 along 𝐚𝐚𝟏𝟏 observed in nc-

AFM and STM (that is, related to apparent heights measured at small bias absolute values, 

where molecules are neutral; Figures 3.2b,c), we can write: 

 𝑑𝑑(𝜋𝜋) = 𝑑𝑑min + Δ𝑎𝑎
2
�1 − cos�2𝜋𝜋𝑛𝑛

𝜆𝜆
�� 

                                       

(Eq. 3.11) 

  

where 𝜋𝜋 is the molecular position (𝜋𝜋 = 0 corresponds to M0) and 𝜆𝜆 is the observed periodicity 

of 𝑑𝑑 along �⃗�𝑎1 for a specific molecular domain (here, for Figure 3.7a, 𝜆𝜆 = 39). By using this 

expression of 𝑑𝑑(𝜋𝜋) in Eq. 3.11, we fitted our measured 𝑉𝑉LUMO
(0) (𝑑𝑑(𝜋𝜋)) (Figure 3.7c) and 

determined the parameters 𝑑𝑑min (minimum molecule-surface distance, corresponding to M0) 

and Δ𝑑𝑑 (molecule-surface distance variation between M0 and M20). This was done by 

minimising the quantity 𝜒𝜒d: 

𝜒𝜒d =
∑ �𝑉𝑉LUMO

(0) (𝜋𝜋) − 𝑉𝑉LUMO
(𝐸𝐸𝐸𝐸(3.9))(𝑑𝑑min,Δ𝑑𝑑,𝜋𝜋)�

2

𝑖𝑖

�𝛿𝛿𝑉𝑉LUMO
(0) (𝜋𝜋)�
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(Eq. 3.12) 

  

With this procedure, we found 𝑑𝑑min ≈ 2.8 Å and Δ𝑑𝑑 ≈ 0.1 Å. Figure 3.8a shows experimental 

data of 𝑉𝑉LUMO
(0)  (blue; reproduced here from Figure 3.7c) and best fit according to this model 

(red), with 𝑑𝑑min ≈ 2.8 Å and Δ𝑑𝑑 ≈ 0.1 Å. These values are consistent with our nc-AFM data 

(〈Δh𝑎𝑎𝑎𝑎𝑠𝑠〉 = 0.08 ± 0.02 Å; subsection 3.2.1) and with DFT-based calculations of the DCA 

adsorption height (〈h𝑎𝑎𝑎𝑎𝑠𝑠〉 ≈ 2.85 Å; subsection 3.2.2). 
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Figure 3.8: Variations in zero-field LUMO energy due to screening by underlying metal and 
surrounding molecules. (a) Zero-field LUMO energy 𝑉𝑉LUMO

(0)  as a function of molecule label along 𝐚𝐚𝟏𝟏 in 
Figure 3.7a. Blue circles: experimental data. Red: model fit with screening stabilisation energy provided 
only by molecule-metal interactions. Green: model fit with screening stabilisation energy provided by 
molecule-molecule and molecule-metal interactions. (b) Constant-current STM image of DCA molecule 
Mn (here, n = 0) surrounded by six nearest neighbours Mj1 … Mj6 on Ag(111) (𝑉𝑉b = –0.02 V, 𝐼𝐼t = 50 pA). 
In our model to calculate in-plane screening due to nearest-neighbour molecule-molecule interactions, 
we used �𝐑𝐑𝐣𝐣𝟏𝟏� = 12.3 Å, �𝐑𝐑𝐣𝐣𝟐𝟐� = 10.8 Å, and 𝜃𝜃 = 50.2°, as determined by experiment. 

We also considered screening effects by the surrounding molecules, which can be 

polarized laterally (in plane) and further increase the stabilisation energy. Using the Gaussian 

software [250], we calculated the molecular polarizability tensor 𝜶𝜶 of DCA in the gas phase (in 

CGS units):  

𝜶𝜶�Å3� = �
𝛼𝛼𝑥𝑥𝑥𝑥 𝛼𝛼𝑥𝑥𝑥𝑥 𝛼𝛼𝑥𝑥𝑖𝑖
𝛼𝛼𝑥𝑥𝑥𝑥 𝛼𝛼𝑥𝑥𝑥𝑥 𝛼𝛼𝑥𝑥𝑖𝑖
𝛼𝛼𝑖𝑖𝑥𝑥 𝛼𝛼𝑖𝑖𝑥𝑥 𝛼𝛼𝑖𝑖𝑖𝑖

� = �
41.40 0 0

0 35.82 0
0 0 8.17

� 
                 
(Eq. 3.13) 

Where 𝑥𝑥 is along the long molecular axis (anthracene), 𝑦𝑦 is along the cyano-cyano axis and 𝑧𝑧 

is perpendicular to the anthracene plane. Screening via classical electrostatic metal-molecule 

interaction changes the molecular in-plane polarizability 𝛼𝛼𝑥𝑥𝑥𝑥 and 𝛼𝛼𝑥𝑥𝑥𝑥 according to [251]:  

𝛼𝛼𝑥𝑥𝑥𝑥,𝑥𝑥𝑥𝑥
′ =

𝛼𝛼𝑥𝑥𝑥𝑥,𝑥𝑥𝑥𝑥

1 −
𝑘𝑘𝛼𝛼𝑥𝑥𝑥𝑥,𝑥𝑥𝑥𝑥
(2𝑑𝑑)3

 
                       

(Eq. 3.14) 

  

where 𝑘𝑘 = 1 (4𝜋𝜋𝜖𝜖0)⁄  is the Coulomb constant. The contribution to the stabilisation energy of 

the nth molecule due to in-plane screening from the surrounding molecule then becomes [248]: 

Δ𝐸𝐸(p)(𝜋𝜋) =
𝑘𝑘2𝑒𝑒2

2
�

𝛼𝛼𝑖𝑖′

|𝐑𝐑𝐢𝐢|4𝑖𝑖

 
                       

(Eq. 3.15) 
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with: 

𝛼𝛼′𝑖𝑖 = (𝛼𝛼𝑥𝑥𝑥𝑥′�̂�𝐢+ 𝛼𝛼𝑥𝑥𝑥𝑥′�̂�𝐣) ∙ 𝐑𝐑�𝐢𝐢 (Eq. 3.16) 

where 𝑒𝑒 is the elementary electric charge, 𝐑𝐑𝐢𝐢 is the vector displacement between the nth and ith 

molecule. Here, for a given molecule with label Mn, we consider in-plane screening from the 

six nearest neighbours with labels Mj1 … Mj6, as indicated in Figure 3.8b. The nearest-

neighbour metal-molecule distances 𝑑𝑑j1 …𝑑𝑑j6 for molecules Mj1 … Mj6 depend on indexes j1… 

j6, which, for a given n, are determined by the periodicity of the charging superstructure as 

follows: 

𝑗𝑗1 = 𝜋𝜋 + 1 mod(39)  

𝑗𝑗2 =  𝜋𝜋 + 18 mod(39)  

𝑗𝑗3 = 𝜋𝜋 + 17 mod (39)  

𝑗𝑗4 = 𝜋𝜋 − 1 mod(39)  

𝑗𝑗5 = 𝜋𝜋 − 18 mod(39)  

𝑗𝑗6 = 𝜋𝜋 − 17 mod(39) (Eqs. 3.17) 
  

Using 𝑑𝑑min ≈ 2.8 Å and Δ𝑑𝑑 ≈ 0.1 Å for the expression of 𝑑𝑑(𝜋𝜋) above, we found that Δ𝐸𝐸(p)(𝜋𝜋) 

provides a further increase of ~15% to the stabilisation energy for M20 (Δ𝐸𝐸(p)(𝜋𝜋 = 20) Δ𝐸𝐸(𝑑𝑑)⁄  

≈ 0.15) which in turn results in a reduction in 𝑉𝑉LUMO
(0)  as seen in Figure 3.8a (green curve). Note 

that the calculated molecular polarizabilities are often overestimated [252], and therefore the 

actual contribution of in-plane molecule-molecule interactions to the total screening 

stabilisation energy is likely smaller than our estimated ~15 % (for 𝜋𝜋 = 20). Since most of the 

stabilisation energy is due to screening via molecule-metal interactions, we can safely neglect 

these in-plane molecule-molecule interactions (increase in stabilisation energy is at most ~15% 

of Δ𝐸𝐸). This provides evidence that the observed spatially dependent variations of 𝑉𝑉LUMO
(0)  can 

be explained by very subtle differences in molecule-surface distance (metal-molecule 

screening). 

3.7 Dielectric constant for DCA monolayer on Ag(111) 
Whilst nc-AFM and STM suggest that the molecule-metal distance d is the smallest for M0 

(Figure 3.1), Figure 3.7c shows that M0 exhibits the largest effective DCA-Ag(111) potential 

barrier width 𝑑𝑑eff. We explain this discrepancy by noting that d and 𝑑𝑑eff are related via 𝑑𝑑eff =

𝑑𝑑/𝜖𝜖r, where 𝜖𝜖r is the out-of-plane relative dielectric constant of the molecule-metal barrier [56, 

245]. By considering 𝑑𝑑eff (1.00 ± 0.02 Å and 0.81 ± 0.05 Å) and 𝑑𝑑 (2.80 Å and 2.85 Å) for M0 

and M10, we find values for 𝜖𝜖r of 2.80 ± 0.06 and 3.51 ± 0.22, for molecules M0 and M10, 
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respectively. These values are similar to those reported for NaCl/Au(111) [191] and 

NaCl/Ag(100) [253], and are consistent with the weak DCA-Ag(111) interaction observed and 

the fact that DCA behaves effectively on Ag(111) as on a thin insulator. For NaCl/Au(111), 𝜖𝜖r 

increases with increasing film thickness due to size effects in the ultra thin material [254, 255], 

consistent with DCA/Ag(111) where 𝜖𝜖r increases with d. The relative dielectric constant, 𝜖𝜖r, is 

a measure of the local out-of-plane polarizability of DCA/Ag(111). A larger 𝜖𝜖r translates into 

a larger dipole moment induced by the applied field, screening the latter and resulting in a larger 

absolute value �𝐹𝐹g� of the gating field required to charge the molecule. The smaller value of d 

for M0 results, at the same time, in a smaller 𝑉𝑉LUMO
(0)  and larger 𝑑𝑑eff (due to a smaller 𝜖𝜖r); whereas 

an electron injected into the LUMO is easier to screen by the metal for M0 than for M10, it is 

not so for an external electric field applied perpendicular to the molecule-surface system. These 

effects are responsible for the substantial variations in the susceptibility of charging observed 

for the different molecules. 

3.8 Charging Hindrance: Lateral Coulomb Repulsion 
In Figure 3.7c, we could not measure 𝑉𝑉∗ for molecules M11 to M24 within the negative bias 

range (𝑉𝑉b > –3.2 V) and tip-sample distances considered. This is because, for this set of 

molecules M11 – M24, molecules in the adjacent row can become negatively charged at lower 

absolute field strengths, resulting in lateral Coulomb repulsion that increases the energy 

required for charging molecules M11 – M24 (i.e., lateral Coulomb repulsion). This is illustrated 

in Figure 3.9 for molecules M11 and M27 (different molecular domain from previous figures; 

here the domain has a superstructure periodicity of 42 molecules along 𝐚𝐚𝟏𝟏). 

Here, at 𝑉𝑉b ≈ –2.1 V, molecule M27 charges while M11 remains neutral. At 𝑉𝑉b = –2.4 V 

(Figure 3.9b), M27 can be charged if the lateral position of the STM tip is within the charging 

zone, defined by the charging ring around the molecule observed in the d𝐼𝐼/d𝑉𝑉 maps (see also 

inset of Figure 3.5b inset). At higher absolute biases |𝑉𝑉b|, the charging zone area increases 

(Figures 3.9b-e). Molecule M11 charges at 𝑉𝑉b = –2.8 V while at 𝑉𝑉b = –3.0 V, it reverts to its 

neutral state. At 𝑉𝑉b = –3.0 V, the STM tip located above M11 is within the charging zone of 

M27; the negatively charging of adjacent M27 results in lateral Coulomb repulsion that impedes 

charging of M11 at this bias. At 𝑉𝑉b = –3.17 V, this lateral Coulomb repulsion from charged M27 

is overcome and molecule M11 charges again. Figure 3.9f shows a d𝐼𝐼/d𝑉𝑉 spectrum taken at 

M11. The two dips at 𝑉𝑉b = –2.8 and –3.17 V are associated with the two aforementioned charging 

events of M11. The difference between the two dips’ biases (U ≈ 0.37 V) corresponds to the 

energy needed to overcome the lateral Coulomb field imposed by negatively charged M27 and 

to charge M11. Molecules M11 to M24 in Figure 3.7 are well within the charging zone of adjacent 

charged molecules (considering the range of biases and tip-sample distances used there), at bias 
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voltages with absolute values smaller than |𝑉𝑉∗| required for charging. This means that absolute 

values of charging bias onsets for molecules M11 to M24 are increased by the charging energy, 

U, imposed by the adjacent charged molecules, putting them outside the bias range of our 

measurements (for all the tip-sample distances considered). Probing these molecules at higher 

bias absolute values proved difficult given the increased susceptibility of damaging the 

molecules within the nanofilm. We further note that, using the relative dielectric constant 𝜖𝜖r =

 3.51 ± 0.22 for M10 in Figure 3.7, 𝑈𝑈Coulomb = (𝑒𝑒2/4𝜋𝜋𝜖𝜖0𝜖𝜖r) × (1/𝑟𝑟) = 0.41 ± 0.03 eV with 

the distance, 𝑟𝑟 ≈ 1 nm between M11 and M27 (see Figure 3.9e). This is consistent with our 

measured U ≈ 0.37 V, corroborating our deduced 𝜖𝜖r in the main text as well as our interpretation 

of the observed charging hindrance (i.e., lateral Coulomb repulsion). 

 
Figure 3.9: Lateral Coulomb repulsion in DCA monolayer on Ag(111). (a) – (e) Constant-height 
d𝐼𝐼/d𝑉𝑉 maps (set point: 𝑉𝑉b = –0.02 V, 𝐼𝐼t = 5 pA measured on M11) of DCA/Ag(111) for different negative 
bias voltages 𝑉𝑉b (shown on maps). For 𝑉𝑉b = –2 V (a), all DCA molecules are neutral (DCA0). For 𝑉𝑉b = –
2.4 V (b), M27 is negatively charged (DCA-1) and M11 remains neutral. Shaded circular area marks the 
charging zone, defined by the maximum lateral distance between tip and molecule M27 at which the latter 
can be charged, for a given bias voltage; the larger |𝑉𝑉b| is, the larger the lateral tip-DCA distance can be 
for charging a specific molecule. For 𝑉𝑉b = –2.8 V (c), both M11 and M27 are charged. For 𝑉𝑉b = –3 V (d), 
the charging zone of M27 overlaps with M11 where now M11: charging of M11 is hindered by lateral 
Coulomb repulsion from charged M27 and M11 is neutral again. (e) For 𝑉𝑉b = –3.17 V, lateral Coulomb 
repulsion from charged M27 is overcome and M11 charges once more. (f) d𝐼𝐼/d𝑉𝑉 curve taken on M11 (set 
point: 𝑉𝑉b = –0.02 V, 𝐼𝐼t = 5 pA). Dips at 𝑉𝑉𝑏𝑏= –2.8 and –3.17 V are associated with the two charging events. 
The difference of U ≈ 0.37 V between these two dips corresponds to the energy required to overcome 
the lateral Coulomb field from charged M27. Blue (red) transparent background indicates when M11 is 
neutral (charged). 
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3.9 Formation of DCA Dimers at Low Substrate Temperature 
By depositing DCA molecules on Ag(111) held at ~5 K (see subsection 2.1.5 for sample 

preparation details), we observed the formation of molecular dimers (Figure 3.10a). These 

dimers can be easily moved with the STM tip via lateral manipulation and STM scanning. This 

indicates weak molecule-surface interactions, consistent with the observed field-induced 

charging. We performed d𝐼𝐼/d𝑉𝑉 STS measurements on a DCA dimer (red and blue crosses in 

Figure 3.10b), showing a prominent dip at bias voltage 𝑉𝑉b ≈ –4.4 V (Figure 3.10c; note the 

dimers seem to be more stable and less prone to bias-induced damage compared to molecules 

in the nanofilm) and a peak that we associate with the LUMO of the molecule at 𝑉𝑉b ≈ 470 mV 

(see Figure 3.10d).  

 
Figure 3.10: STM and STS measurements on DCA dimers. (a) Constant-current STM image after 
deposition of DCA molecules on Ag(111) at 5 K (𝑉𝑉b = –0.02 V, 𝐼𝐼t = 200 pA). (b) Zoomed-in STM image 
of DCA dimer indicated in (a) (black square; 𝑉𝑉b = –0.02 V, 𝐼𝐼t = 200 pA). (c) – (d) Point d𝐼𝐼/d𝑉𝑉 STS 
measurements taken on DCA molecule in (b) in the negative bias range at the centre of the molecule (red 
cross; set point, 𝑉𝑉b = –1.0 V, 𝐼𝐼t = 5 pA), and in the positive bias range at the anthracene group extremity 
(blue cross; set point, 𝑉𝑉b = –0.2 V, 𝐼𝐼t = 1 pA). The charging dip can be observed at ~ –4.4 V and the peak 
associated with the LUMO (blue dashed line) can be observed at ~0.47 V. 

We explain the larger |𝑉𝑉b| (and hence larger electric field magnitude) required to charge 

the DCA molecule in this dimer case by two factors: (i) the LUMO energy of the DCA 
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molecules in the dimer is significantly higher (~470 mV) with respect to the Ag(111) surface 

Fermi level, compared to the LUMO energy of the DCA molecules in the self-assembled 

nanofilm (~300 mV); and (ii) greater molecule-surface interaction (resulting in a smaller 

effective molecule-metal tunnelling barrier). The discrepancy in the LUMO energies can be 

explained by in-plane screening (or lack thereof in the case of dimers) of surrounding 

molecules: The LUMO of DCA molecules in the nanofilm is further stabilised (by a larger 

stabilisation energy ∆𝐸𝐸) compared to dimer molecules due to additional screening from 

surrounding molecules. This leads to a larger electron affinity and lower LUMO energy for 

molecules in the nanofilm, as seen in other molecular systems [248]. Further, in the dimer case, 

a greater molecule-surface interaction can be explained by the interaction of the cyano-group 

lone electron pairs with the underlying surface. In the nanofilm case, this molecule-surface 

interaction is arguably reduced given the participation of the cyano-group lone electron pairs 

in in-plane directional hydrogen bonding with adjacent molecules. 

3.10 KPFM Measurements on DCA monolayer on Ag(111)  
To verify possible local variations of the work functions within a molecular domain, we 

measured the frequency shift ∆𝑓𝑓 (nc-AFM qPlus sensor with Ag-terminated Pt/Ir tip) as a 

function of bias voltage 𝑉𝑉b, for molecules M0 and M20 (see Figure 3.11). The bias voltage for 

which ∆𝑓𝑓 is maximum corresponds to the local contact potential difference (LCPD; see 

subsection 2.4.4) The LCPD for both M0 and M20 is ~ –297 mV, whereas the charging onset 

voltage 𝑉𝑉∗ for M0 measured by STS is ~ –1.6 V for the same tip-sample distance (M20 does not 

show charging within the bias ranges considered). 

This is consistent with the downward kink and deviation of ∆𝑓𝑓(𝑉𝑉b) from a parabolic 

curve for M0 at 𝑉𝑉b = –1.66 V, indicative of bias-induced charging [205, 213, 256–258] (dashed 

circle in Figure 3.11). That is, although we observe the effect of field-induced charging of DCA 

on ∆𝑓𝑓(𝑉𝑉b) at 𝑉𝑉b = −1.66 V, it is challenging – if not impossible – to reliably derive the LCPD 

of negatively charged DCA (i.e., via quadratic fitting of ∆𝑓𝑓(𝑉𝑉b) for 𝑉𝑉b < = –1.66 V) given the 

large discrepancy between 𝑉𝑉∗ and the bias voltage required to maximise ∆𝑓𝑓(𝑉𝑉b). Measuring 

the LCPD accurately for negatively charged DCA (and addressing how this LCPD varies as a 

function of site in a molecular domain) requires decoupling of the charging voltage (i.e., gating) 

and the LCPD measurement voltage variable. This is beyond the scope of this work and requires 

further experiments. 

Note that retrieving work function changes due to charging via d𝐼𝐼/d𝑧𝑧 STS (at constant 

bias voltage) is challenging since varying 𝑧𝑧 results in varying the electric field at the junction, 

and hence potentially varying the charge state of the molecule. That is, the measurement itself 

would alter the state of the system. It is also worth noting that we attempted resolving the 
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intramolecular morphology of negatively charged DCA via CO-tip ncAFM imaging. This 

involves large bias voltage absolute values (required for charging) and small tip-sample 

distances (required for achieving intramolecular chemical bond resolution and resulting in 

significant probe-sample interactions). This combination of high tip-sample bias and small tip-

sample distance made it impossible to keep the tip functionalised with a CO molecule during 

the measurement. 

 
Figure 3.11: KPFM measurements on DCA monolayer on Ag(111). Frequency shift ∆𝑓𝑓 as a function 
of bias voltage 𝑉𝑉b, (set point 𝑉𝑉b  = –20 mV, 𝐼𝐼t  = 5 pA on top of M0) measured on molecule M0 (blue 
curve), M20 (green), and on bare Ag(111) (red). The bias voltage for which ∆𝑓𝑓 is maximum corresponds 
to the local contact potential difference (LCPD). Solid black curves are quadratic fits. Inset: constant-
current STM image of DCA domain (𝑉𝑉b= –2.4 V, 𝐼𝐼t  = 50 pA). Obtained LCPD values are –297 ± 2 mV 
and 166 ± 2 mV for (neutral) DCA and Ag(111), respectively. Kink and downward shift of ∆𝑓𝑓(𝑉𝑉b) 
(dashed circle) at 𝑉𝑉b = –1.66 V (black arrow) for M0 is due to negative charging of DCA. Measurements 
were performed using an ncAFM qPlus sensor with an Ag-terminated Pt/Ir tip (oscillation amplitude = 
100 pm). 

3.11 Summary 
In this chapter, we have demonstrated the bottom-up synthesis of a self-assembled 2D 

nanoarray of organic molecules on a metal surface, whose charge states can be controlled 

individually by an applied electric field. Field-driven charging is enabled due to weak molecule-

metal interactions. The gating field required to alter the molecular charge state depends strongly 

on the molecules’ adsorption site on the surface. This is due to subtle variations of the molecule-

surface distance, which result in site-dependent LUMO energies and effective molecule-surface 
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potential barrier widths. Comparisons with molecular dimers suggests that cyano-participation 

in the hydrogen-bonding between molecules in the nanoarray mitigates interactions of these 

cyano-groups with the surface resulting in weak molecule-metal interactions. 

 The results presented in this chapter is important for the consideration and design of 

functional 2D molecular devices, particularly for devices where the organic nanostructures are 

contacted by metal electrodes (e.g., for charge flow/control). By establishing an effective 

potential barrier at this contact, e.g., like that at the DCA/Ag(111) interface, the intrinsic 

electronic properties of the 2D organic assembly can still be preserved while still allowing for 

control of these properties via the metal electrodes. 
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Chapter 4  

Dispersion of DCA/Ag(111) Interface State 
 

4.1 Overview 
In the previous chapter, I presented results on a self-assembled 2D DCA monolayer grown on 

an Ag(111) substrate. d𝐼𝐼/d𝑉𝑉 STS measurements performed on the DCA/Ag(111) molecular 

film revealed features attributed to the LUMO and charging of the DCA molecules. We also 

identified a step-like feature, in the d𝐼𝐼/d𝑉𝑉 STS measurements (see section 3.3). In this chapter, 

we elucidate the origin and subsequently nature of this step-like feature in the d𝐼𝐼/d𝑉𝑉 STS 

measurements performed on the DCA/Ag(111) system. 

 By means of STS, I show that this step-like feature is a signature of a 2D electron gas 

(2DEG) localised at the interface between the DCA molecular film and the underlying Ag(111) 

metallic substrate. This 2DEG interface state (IS) is derived from the Ag(111) Shockley surface 

state after a modification of the bare metallic surface potential by the DCA molecular overlayer. 

Using FT-STS (see subsection 2.3.5), the dispersion relation, 𝐸𝐸(𝐤𝐤), for electrons in the 

DCA/Ag(111) interface state showed subtle deviations from free electron-like (i.e., parabolic 

dispersion) behaviour at high energies. These deviations are an indication of the IS electrons’ 

sensitivity to the periodic potential landscape, 𝑈𝑈(𝐫𝐫), imposed by DCA molecular film. From 

this, we deduced a corrugation in the potential landscape, max(𝑈𝑈) − min(𝑈𝑈), on the order of 

1.5 eV. 

The study of delocalized states at the organic-metal interfaces is crucial as these states 

are essential for influencing charge carrier dynamics across the interface [259, 260] and 

therefore is important for the implementation of functional organic nanostructures on surfaces. 

Unless otherwise stated, all measurements presented in this chapter were performed at 4.4 K. 

4.2 Formation of 2DEG at DCA/Ag(111) Interface 
Figure 4.1a shows a constant-current STM image of a closed-packed DCA monolayer on 

Ag(111) as presented in Chapter 3 (see subsection 2.1.5 for sample preparation details). As 

reported in section 3.3, d𝐼𝐼/d𝑉𝑉 STS measurement performed on the DCA monolayer (see 

Figure 4.1b) show three prominent features: (i) a peak-like feature at positive bias (𝑉𝑉b ≈ 300 

mV; blue curve in Figure 4.1b) measured at the DCA anthracene extremity; (ii) a sharp dip at 

negative bias (𝑉𝑉b ≈ –2.2 V; red curve in Figure 4.1b) at the centre of the DCA molecules; and 

(iii) a step-like feature at both locations with an energy onset of ~120 mV. Features (i) and (ii) 



80 Chapter 4: Dispersion of DCA/Ag(111) Interface State 
 

have been attributed to the LUMO and charging of the DCA molecules, respectively (see 

section 3.3). The step-like feature (iii) is similar to that of a step-like LDOS (as a function of 

energy) for a 2D electron gas (2DEG) [261] such as that of the bare Ag(111) Shockley surface 

state (SS; black curve in Figure 4.1b; see subsection 2.1.3). Interestingly, we do not observe 

any step-like signatures, with an energy onset of ~ –66 mV, of the Ag(111) Shockley surface 

state in our d𝐼𝐼/d𝑉𝑉 STS measurement performed on the DCA monolayer on Ag(111). Given 

this absence and the step-like signature of feature (iii), we speculate that feature (iii) is derived 

from the Ag(111) Shockley surface state. 

 
Figure 4.1: Evolution of Ag(111) Shockley surface state across DCA domain boundary and 
formation of DCA/Ag(111) interface state. (a) Constant-current STM imaging of self-assembled DCA 
molecular film on Ag(111) at 𝑉𝑉b = 50 mV (𝐼𝐼t = 50 pA). The unit cell of the molecular film is defined by 
the vectors 𝐚𝐚𝟏𝟏 and 𝐚𝐚𝟐𝟐. Inset scalebar: 1 nm. (b) d𝐼𝐼/d𝑉𝑉 STS spectra taken at locations indicated in inset 
of (a) (set point 𝑉𝑉b = 0.5 V, 𝐼𝐼t = 150 pA). Spectra taken at the DCA anthracene extremity (blue) shows a 
peak-like feature at positive bias which is attributed to the DCA LUMO. Spectra taken at the DCA 
molecular centre (red) shows a dip at negative bias (𝑉𝑉b ≈ –2.2 V) and a step-like feature at positive bias 
(𝑉𝑉b > 0.12 V). (c) d𝐼𝐼/d𝑉𝑉 STS spectra (set point: 𝑉𝑉b = –170 mV 𝐼𝐼t = 50 pA) taken across DCA domain 
boundary from the bare Ag(111) surface (magenta curve) to the DCA/Ag(111) domain (cyan curve) as 
seen in constant-current STM inset (𝑉𝑉b = –2.4 V 𝐼𝐼t = 50 pA). We see an evolution of the Ag(111) 
Shockley surface state as we move from the bare Ag(111) surface to the DCA domain: the onset energy 
for step-like feature in the d𝐼𝐼/d𝑉𝑉 STS spectra gradually shifts from below the Fermi level, 𝑉𝑉b ≈ –66 mV 
(on the bare Ag(111) surface) to above the Fermi level, 𝑉𝑉b ≈ 120 mV (on the DCA molecules). The step-
like feature in the d𝐼𝐼/d𝑉𝑉 STS spectra at the DCA domain indicates a formation of a 2D electron gas-like 
interface state (IS). The IS onset is shifted up by ~200 mV relative to the bare Ag(111) Shockley surface 
(SS) state onset indicated in (b). 
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To show this, we performed d𝐼𝐼/d𝑉𝑉 STS measurements at the boundary of a DCA 

submonolayer. Figure 4.1c shows the d𝐼𝐼/d𝑉𝑉 STS measurements performed across the DCA 

domain boundary from the DCA molecules within the DCA submonolayer to the bare Ag(111) 

surface (cyan to magenta points). In Figure 4.1c, we see the continuous evolution (dashed black 

curve) of the bare Ag(111) Shockley surface state (with an energy onset of ~ –66 mV; magenta) 

into the step-like feature at the DCA domain (with an energy onset of ~120 mV; cyan) as we 

move from the bare Ag(111) surface to the DCA domain (total energy upshift of ~200 mV; see 

Figure 4.1b). Given (i) the evolution of the Ag(111) SS from the bare Ag(111) surface to the 

DCA domain and (ii) the 2DEG step-like d𝐼𝐼/d𝑉𝑉 signature everywhere over the DCA domain, 

we associate the step-like feature in the d𝐼𝐼/d𝑉𝑉 STS measurements on the DCA monolayer with 

a 2DEG at the molecule-metal [DCA-Ag(111)] interface.  

This 2D electronic state that lives at the interface, i.e., interface state (IS), has been 

observed for variety of molecule-metal systems [56, 242–244, 262], albeit with different energy 

onsets. It has been shown that the evolution of the noble metal (111) Shockley surface state to 

the interface states of these molecule-metal systems, characterised by the shifts in the IS energy 

onsets relative to that of the bare metallic SS, can be modelled using a single parameter: the 

adsorption height, 𝑑𝑑C, of the organic overlayer on the metal surface [263]. The model developed 

in ref. [263] solves the Schrödinger equation for an electron in a semi-periodic 1D potential as 

shown in Figure 4.2a (blue curve). Here, there is break in the translational symmetry of the 

potential, i.e., the potential is periodic for 𝑧𝑧 < 0 Å (here, representing the periodicity of the Ag 

atoms for 𝑧𝑧 < 0 Å perpendicular to the Ag(111) surface) but not for 𝑧𝑧 > 0 Å where the Ag(111) 

surface terminates and where the organic layer sits at 𝑧𝑧 = 𝑑𝑑C (here, 𝑑𝑑C is the adsorption height 

given by the distance between the carbon plane of the organic layer and the uppermost Ag 

atomic layer). Here, the model assumes that the organic layer can be modelled by a graphene 

layer, i.e., the potential of the organic layer is replaced with that of graphene [263]. Figures 

4.2b-d shows the electron wavefunction solutions (specifically, the probability densities) of the 

interface state at the graphene/Ag(111) interface for various adsorption heights, 𝑑𝑑C = 8.00 Å, 

4.00 Å and 2.86 Å with an IS energy onset, relative to the Ag(111) Fermi level, 𝐸𝐸IS = –136 mV, 

–309 mV, and +331 mV, respectively [263]. The shift in the IS energy onset, relative to the 

energy onset of the Ag(111) SS (–66 mV), here is due to the modification of the surface 

potential of the Ag(111) surface termination (e.g., see dashed and continuous black curves in 

Figure 4.2b which refer to the bare Ag(111) and graphene/Ag(111) surface potentials, 

respectively). 
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Figure 4.2: One-dimensional potential model for graphene adsorbed on an Ag(111) surface. (a) 
Semi-periodic 1D potential (blue curve) where the potential for 𝑧𝑧 < 0 Å models the periodic potential of 
the Ag substrate (perpendicular to the Ag(111) surface termination; Ag atoms represented by black 
circles) and the potential for 𝑧𝑧 > 0 Å models the potential of the Ag(111) surface termination and a 
graphene layer (parallel to the Ag(111) surface; carbon atom represented by red circle) positioned at a 
distance 𝑑𝑑C away from surface. Specifically, 𝑑𝑑C is the distance between the carbon plane of the graphene 
layer and the uppermost Ag atom of the Ag substrate. The grey shaded areas represent the projected bulk 
band structure. (b)-(d) The probability densities, |ΨIS(𝑧𝑧)|2, of the interface state (IS) at the 
graphene/Ag(111) interface (red curves) as determined by solving the Schrödinger equation for an 
electron in a 1D potential schematically shown in (a), however, with different carbon-Ag distances: 𝑑𝑑C 
= 8.00 Å, 4.00 Å, and 2.86 Å for (b), (c), and (d) respectively. The red dashed lines show the IS energy 
onset (relative to the Fermi level). Here, the IS energy shift is due to the modification of the Ag(111) 
surface potential by the graphene layer potential. For example, (b) shows the bare Ag(111) 1D potential 
(dashed black curves) and the resulting 1D potential after graphene adsorption (with 𝑑𝑑C = 8 Å). The 
figure was reprinted from ref. [263] with permission under a Creative Commons Attribution 4.0 
International License (CC BY 4.0).  
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Figure 4.3 shows the predicted IS energy onset shift, Δ𝐸𝐸IS (relative to the bare Ag(111) 

SS energy onset), as a function of the graphene adsorption height, 𝑑𝑑C, on Ag(111) (red curve) 

as predicted by the model developed in ref. [263] and described above (grey regions illustrates 

Δ𝐸𝐸IS as a function of 𝑑𝑑C when the work function used for modelling the surface is changed by 

±1 eV).  

 
Figure 4.3: Interface state energy shift, ΔEIS as a function of graphene adsorption height, dC, on a 
metal. The red curve gives the predicted interface state energy shift, Δ𝐸𝐸IS, relative to the energy of the 
former surface state on the bare metal as a function of graphene adsorption height, 𝑑𝑑C, as predicted by 
the model developed in ref. [263]. The grey region shows the variation of this prediction when the work 
function of the metal surface is changed by ±1 eV. Superimposed are the experimentally measured Δ𝐸𝐸IS 
and adsorption heights, 𝑑𝑑C, for various organic molecular systems on metallic substrates. Here, we 
include the experimentally measured Δ𝐸𝐸IS and 𝑑𝑑C for the DCA monolayer grown on Ag(111) (red data 
point). The error bars give the measured variation in 𝑑𝑑C of ±0.05 Å for the DCA/Ag(111) system (see 
section 3.6 of Chapter 3). Our measurements for the DCA/Ag(111) system show qualitative agreement 
with the predicted model from ref. [263]. The figure was adapted from ref. [263] with permission under 
a Creative Commons Attribution 4.0 International License (CC BY 4.0). 

Figure 4.3 also shows experimentally measured IS energy onset shifts, Δ𝐸𝐸IS, for a 

multitude of different organic-metal systems. Here, Δ𝐸𝐸IS is measured relative to the respective 
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SS of the underlying metallic substrates. For DCA/Ag(111), where the adsorption height of the 

DCA molecules were found to be 2.85 ± 0.05 Å (𝑑𝑑min = 2.8 Å and Δ𝑑𝑑 = 0.1 Å; see section 3.6), 

the predicted IS energy shift is qualitatively correct although overestimated compared to the 

measured IS energy shift of ~186 mV (red data point in Figure 4.3).  

The model in ref. [263] disregarded chemical interactions between the organic 

overlayer and the metallic substrate, i.e., the organic layer is physisorbed onto the substrate. 

Here, we rule out chemical interactions between the DCA monolayer and the underlying 

Ag(111) substrate as the reason for the discrepancy between our experimentally measured and 

the predicted IS energy shifts for DCA/Ag(111). This is because of the weak metal-molecule 

interactions between DCA and Ag(111) established in Chapter 3. We note that of all the organic 

molecules considered in Figure 4.3, DCA molecules are the smallest in size (by number of 

carbon rings). We speculate that this might be the source of the discrepancy mentioned above 

since the model in ref. [263] assumes a molecular potential landscape that is identical with that 

of graphene. This assumption is reasonable for larger aromatic molecules whose local structure 

resembles that of 𝜋𝜋-conjugated graphene, e.g., perylenetetracarboxylic dianhydride (PTCDA) 

molecules (with 7 carbon rings), but not for smaller aromatic molecules such as DCA molecules 

(with 3 carbon rings). Nevertheless, the qualitative agreement between the predicted and 

experimentally DCA/Ag(111) IS energy shifts provides evidence that the DCA molecular film 

modifies the surface potential of the Ag(111) surface termination, resulting in the upshift of the 

Ag(111) SS onset energy from below the Fermi level by ~200 mV. 

It is important to note that the DCA submonolayers on Cu(111) do not exhibit a 

formation of a 2DEG at the interface [53]. We attribute this to the fact that Cu(111) is more 

reactive than Ag(111) [264, 265], resulting in a relatively stronger DCA-Cu(111) than DCA-

Ag(111) interaction. In the case of DCA/Cu(111), the strong metal-molecule interaction 

quenches the formation of a 2D interface state. 

4.3 Energy Dispersion of Interface State Measured via FT-STS 
The electronic dispersion, 𝐸𝐸(𝐤𝐤) = 𝐸𝐸(𝑘𝑘𝑥𝑥 ,𝑘𝑘𝑥𝑥), is the key quantitative descriptor of the nature of 

the interface state between the DCA film and the Ag(111) metallic substrate. Nominally, angle-

resolved photoemission spectroscopy (ARPES) is an excellent technique for resolving the band 

structure or dispersion of electronic surface states [266–269] with energy resolutions as high as 

a few meV [270, 271]. However, this technique is only useful for investigating states that are 

occupied. In this case, the DCA/Ag(111) interface state is unoccupied, requiring a different 

approach. We therefore employ the well-known technique of Fourier-transform scanning 

tunnelling spectroscopy (FT-STS; see subsection 2.3.5) to investigate the dispersion of the 

DCA/Ag(111) interface state: acquiring d𝐼𝐼/d𝑉𝑉(𝑉𝑉b,𝑥𝑥,𝑦𝑦) as a function of tip position (𝑥𝑥,𝑦𝑦) 
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within the DCA monolayer, and performing a Fourier transform (FT), allows us to obtain 

momentum-space information on the local density of states (LDOS) associated with this 

interface state, i.e., d𝐼𝐼/d𝑉𝑉(𝑉𝑉b,𝑞𝑞𝑥𝑥, 𝑞𝑞𝑥𝑥), where 𝐪𝐪 = (𝑞𝑞𝑥𝑥 ,𝑞𝑞𝑥𝑥) is the scattering vector [83, 272] 

(see subsection 2.3.5). These reciprocal space d𝐼𝐼/d𝑉𝑉(𝑉𝑉b,𝑞𝑞𝑥𝑥 ,𝑞𝑞𝑥𝑥) maps contain information on 

the energy dispersion, 𝐸𝐸(𝐤𝐤), of the DCA/Ag(111) interface state. Generally, FT-STS does not 

allow for a direct, unequivocal determination of the system’s band structure: electron scattering 

processes, scattering selection rules and matrix elements involved often render interpretation 

of data acquired via FT-STS challenging [272]. Despite this, FT-STS, unlike ARPES, has the 

advantage of accessing the information of electronic states that are both occupied and 

unoccupied. Further, the energy resolution attainable via FT-STS is < 1 meV (at 4.4 K), making 

FT-STS a viable alternative to studying the IS dispersion. 

To this end and analogous to studies of the dispersion on metal (111) surface states via 

FT-STS [83, 272, 273], we introduced defects to the DCA/Ag(111) molecular film that act as 

scatterers of interface state electrons. This was done by imaging a large defect-free single 

DCA/Ag(111) molecular domain (> 130 × 130 nm2) with scanning parameters 𝑉𝑉b = –3 V, 𝐼𝐼t = 

3.5 nA to induce a significant tip-sample interaction, resulting in some molecules being 

displaced from their original position within the film (see Figure 4.4a). This process is 

reversible, i.e., the displaced molecules can be pushed back into their original positions within 

the film via lateral STM manipulation. Figure 4.4b shows a subsequent constant-current d𝐼𝐼/d𝑉𝑉 

STS mapping at 𝑉𝑉b = 230 mV of the region in Figure 4.4a. Around each defect we observe 

isotropic modulations of the d𝐼𝐼/d𝑉𝑉 signal, given by Friedel oscillations [243, 274, 275] of the 

LDOS caused by interfering incident and scattered interface state electron wavefunctions. 

Figure 4.4c shows the same d𝐼𝐼/d𝑉𝑉 map as in Figure 4.4b, but Fourier-filtered (keeping 

components for 1.4 < |𝐪𝐪| < 2.3 nm−1) to remove the structural periodicity given by the 

molecular film. Similarly, Figure 4.4d displays the Fourier-filtered d𝐼𝐼/d𝑉𝑉 map for 𝑉𝑉b = 600 

mV. We observe that the periodicity of the LDOS modulation (about each defect) decreases 

with increasing bias voltage (see insets in Figures 4.4c,d). 
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Figure 4.4: dI/dV STS mapping of a defect-filled DCA/Ag(111) submonolayer. (a) Constant-current 
STM imaging of a large DCA molecular film (124 × 124 nm2) with defects (setpoint 𝑉𝑉b = 230 mV, 𝐼𝐼t = 
2 nA). Defects are DCA molecules displaced from their positions within the film as seen in STM image 
inset. (b) Constant-current d𝐼𝐼/d𝑉𝑉 STS mapping of the same region in (a) with 𝑉𝑉b = 230 mV. (c)-(d) 
Fourier-filtered constant-current d𝐼𝐼/d𝑉𝑉 STS maps of defect-filled DCA molecular film with 𝑉𝑉b = 230 
mV and 600 mV, respectively. These maps were obtained by Fourier-filtering, keeping components 1.4 
< |𝐪𝐪| < 2.3 nm−1 for (c) and 3.1 < |𝐪𝐪| < 4.5 nm−1 for (d). In this case, (c) is the result of Fourier filtering 
the map in (b). (c)-(d) insets: line profiles across a single defect (black line) showing modulation in the 
d𝐼𝐼/d𝑉𝑉 signal, characteristic of Friedel oscillations, with wavelengths of ~3.4 nm and ~1.4 nm, 
respectively. These bias-dependent differences in the scattering wavelengths are a clear evidence of a 
dispersive state. The red tick in (a)-(d) marks the same defect within the DCA molecular film. All d𝐼𝐼/d𝑉𝑉 
STS maps were taken with 𝐼𝐼t = 2 nA and with a lock-in frequency, 𝑓𝑓 = 1.13 kHz. A lock-in amplitude, 
𝑉𝑉mod = 1 mV was used for the maps in (b), (c) and 𝑉𝑉mod = 15 mV for the map in (d). 

 Since the real-space modulation of the LDOS seen in Figures 4.4c,d is the result of 

interference between incident and scattered electronic waves, Fourier transforms of these 
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d𝐼𝐼/d𝑉𝑉 maps allow us to extract the scattering wavevector, 𝐪𝐪, of the electronic wavefunctions 

associated with a specific eigenenergy (i.e. given by the acquisition bias of the d𝐼𝐼/d𝑉𝑉 map). 

For example, Figure 4.5a shows the Fourier transform of the d𝐼𝐼/d𝑉𝑉 map in Figure 4.4b taken 

at 𝑉𝑉b = 230 mV. Here, we observe the FT peaks corresponding to the molecular film periodicity 

(DCA peaks; cyan dashed circles). Additionally, we observe a prominent ring-like feature about 

|𝐪𝐪| = 0 nm-1 whose radius is related to the real-space periodicity of the LDOS modulation 

observed about each defect in Figure 4.4b (and in the Fourier-filtered map in Figure 4.4c). The 

first Brillouin zone (BZ) superimposed show the high-symmetry points in 𝐪𝐪-space (blue) and 

in 𝐤𝐤-space (green; with 𝐪𝐪 = 2𝐤𝐤) with the vectors 𝚪𝚪𝚪𝚪′ and 𝚪𝚪𝚪𝚪′ being the reciprocal lattice vectors 

of the DCA molecular film (i.e., corresponding to real-space lattice vectors 𝐚𝐚𝟏𝟏, 𝐚𝐚𝟐𝟐 in Figure 

4.1a inset). 

To accurately determine the radius of the ring-like feature in Figure 4.5a, we first 

corrected for any spatial miscalibrations in the acquisition of the d𝐼𝐼/d𝑉𝑉 maps necessary for FT-

STS. We do this by considering the registration between the DCA molecule film and the 

underlying Ag(111) substrate (established in subsection 3.2.1 in the previous chapter): 𝐯𝐯𝟏𝟏∗ =

3𝐚𝐚𝟏𝟏∗  and 𝐯𝐯𝟐𝟐∗ = 4𝐚𝐚𝟐𝟐∗ − 𝐜𝐜𝟐𝟐∗ , where {𝐯𝐯𝟏𝟏∗,𝐯𝐯𝟐𝟐∗}, {𝐚𝐚𝟏𝟏∗ ,𝐚𝐚𝟐𝟐∗ }, and {𝐜𝐜𝟏𝟏∗ , 𝐜𝐜𝟐𝟐∗} are the reciprocal lattice vectors 

for the underlying Ag(111) substrate, the DCA molecular film (corresponding to the real-space 

vectors 𝐚𝐚𝟏𝟏and 𝐚𝐚𝟐𝟐 in Figure 4.1a inset) and the DCA/Ag(111) charging superstructure 

(corresponding to the real-space vectors 𝐜𝐜𝟏𝟏and 𝐜𝐜𝟐𝟐; see subsection 3.2.1), respectively. Since the 

length of the vectors {𝐯𝐯𝟏𝟏∗, 𝐯𝐯𝟐𝟐∗} and their relative angles are known, measurements of {𝐚𝐚𝟏𝟏∗ ,𝐚𝐚𝟐𝟐∗ } and 

{𝐜𝐜𝟏𝟏∗ , 𝐜𝐜𝟐𝟐∗} can help correct for any spatial miscalibrations. Subsequently, we took a line profile of 

the FT-STS map along the high-symmetry directions e.g., along the direction 𝚪𝚪′–𝚪𝚪–𝚪𝚪′ as 

shown in Figure 4.5b. Here, the line profile was radially averaged within a ±1° window to 

increase the signal-to-noise ratio. The two sharp peaks near |𝐪𝐪| ≈ 2 nm-1 in the line profile 

correspond to the ring-like feature in Figure 4.5a. We fit these peaks with a Lorentzian function 

to determine their location in 𝐪𝐪-space (red curves in Figure 4.5b). The full width at half 

maximum (FHWM) of these fitted Lorentzian functions was used as the uncertainty in their 

location in 𝐪𝐪-space. 

We similarly performed Fourier transform of d𝐼𝐼/d𝑉𝑉 maps taken at different bias 

voltages (see Figure 4.5c). In addition to the FT-peaks corresponding to the molecular film 

periodicity, we observe a ring-like feature about |𝐪𝐪| = 0 nm-1 in all the FT-STS maps and whose 

radius grows with increasing bias. Using the procedure described above, we proceeded to 

extract the radius of these ring-like features in the FT-STS maps as a function of bias, 𝑉𝑉b. 

Specifically, for 0.13 V ≤ 𝑉𝑉b ≤ 1.05 V. FT-STS maps with 𝑉𝑉b > 1.05 V did not show any peaks 

that could be reliably fitted (here, the scattering signal is drowned by noise). 
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Figure 4.5: FT-STS measurements of defect-filled DCA/Ag(111) submonolayer.Fourier-transform 
of the d𝐼𝐼/d𝑉𝑉 map at 𝑉𝑉b = 230 mV in Figure 4.4b, showing Fourier peaks attributed to the DCA film 
periodicity (cyan dashed circles). The radius of the ring-like feature centred at 𝐪𝐪 = 0 gives the real-space 
LDOS modulation in Figures 4.4b,c. Superimposed is the first Brillouin zone (BZ), in 𝐪𝐪-space (blue) 
and 𝐤𝐤-space (green), for the DCA molecular film with the high-symmetry points indicated (𝐪𝐪 = 2𝐤𝐤). 
Scalebar: 4 nm−1. (b) Line profile along 𝚪𝚪′– 𝚪𝚪–𝚪𝚪′ in (a). The positions of the peaks near |𝐪𝐪| = 2 nm–1 
was extracted from Lorentzian fits (red curves) giving the radius of the ring-like feature in (a). (c) 
Fourier-transforms of d𝐼𝐼/d𝑉𝑉 maps of defect-filled DCA molecular film acquired at different biases. (d) 
Top plot shows the radius, along the 𝚪𝚪′– 𝚪𝚪–𝚪𝚪′ direction in 𝐤𝐤-space (see BZ inset), of the ring-like features 
observed in the FT-STS maps of the defect-filled DCA molecular film as a function of bias, i.e., 
dispersion, 𝐸𝐸(𝐤𝐤), for the IS electrons. The data was fitted assuming a free electron dispersion (black 
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curve) and with 2nd order corrections to the free electron dispersion (blue curve) giving electron effective 
masses, 𝑚𝑚∗/𝑚𝑚e = 0.395 ± 0.005 and 0.385 ± 0.003, respectively. The latter fit shows deviations from 
parabolic behaviour at energies > 1 V. Bottom plot shows the residuals for the fitted models: free electron 
dispersion (black) and 2nd order corrections (blue). The latter shows less deviations from the zero-line at 
larger |𝐤𝐤|. All constant-current d𝐼𝐼/d𝑉𝑉 maps for FT-STS were acquired via lock-in technique with a lock-
in frequency of 1.13 kHz. The lock-in amplitude, 𝑉𝑉mod, used was increased as the d𝐼𝐼/d𝑉𝑉 mapping bias 
acquisition was increased (e.g., 𝑉𝑉mod = 1 mV and 15 mV for 𝑉𝑉b = 230 mV and 600 mV, respectively). 
This compensated for the weakening scattering signal at higher biases. d𝐼𝐼/d𝑉𝑉 maps with 𝑉𝑉b ≤ 350 mV 
were obtained over a 124 × 124 nm2 defect-filled DCA/Ag(111) region with a spatial resolution of ~0.37 
nm/pixel (e.g., Figure 4.4c). Maps with 𝑉𝑉b > 350 mV were obtained over an 83 × 83 nm2 region with a 
spatial resolution of ~0.35 nm/pixel (e.g., Figure 4.4d). This ensured a 𝐪𝐪-space resolution of Δ𝐪𝐪 ~ 0.05 
nm−1 and Δ𝐪𝐪 ~ 0.08 nm−1 for 𝑉𝑉b ≤  350 mV (where scattering is dominant at low |𝐪𝐪|) and for 𝑉𝑉b > 
350 mV (where the scattering is dominant at high |𝐪𝐪|), respectively. This further ensured a reliable 
extraction of scattering wavevectors with |𝐪𝐪| < 8.5 nm−1 and |𝐪𝐪| < 9.0 nm−1 for maps with 𝑉𝑉b ≤  350 
mV and 𝑉𝑉b > 350 mV, respectively (according to the Nyquist-Shannon sampling theorem [276]). 

Figure 4.5d shows the radius of the ring-like feature in momentum 𝐤𝐤-space along the 

𝚪𝚪′–𝚪𝚪–𝚪𝚪′ direction as a function of bias (see Appendix B.1 for data along all high-symmetry 

directions). Considering that a scattering vector 𝐪𝐪 sends an electron in a state, 𝐤𝐤i, to a final 

state, 𝐤𝐤f, i.e., 𝐪𝐪 = 𝐤𝐤f − 𝐤𝐤i and that electron scattering are most likely dominated by elastic 

back-scattering events, we have that 𝐪𝐪 = 2𝐤𝐤f (see subsection 2.3.5). Therefore, the momentum 

𝐤𝐤-space and 𝐪𝐪-space are related by 𝐪𝐪 = 2𝐤𝐤. In addition to the uncertainty in the position of the 

FT peaks in 𝐤𝐤-space (estimated from the FHWM of the Lorentzian curve fit above), we further 

considered the uncertainty in the energy location of these peaks. For a given FT-STS map, the 

uncertainty in energy is given by the lock-in amplitude that was used to acquire the map: δ𝐸𝐸 = 

±(lock-in amplitude). 

We fitted the data along all the high-symmetry direction with a free electron dispersion 

(black curve in Figure 4.5d) given by: 

𝐸𝐸(𝐤𝐤) = ℏ2|𝐤𝐤|2 2𝑚𝑚𝐤𝐤
∗ + 𝜇𝜇⁄  (Eq. 4.1) 

Here 𝑚𝑚𝐤𝐤
∗  is the IS electron effective mass along the direction 𝐤𝐤 and 𝜇𝜇 is the chemical potential 

corresponding to the energy onset of the IS state. We find 𝜇𝜇 = 122 ± 1mV and that the IS 

electron effective mass, 𝑚𝑚𝐤𝐤
∗ , is independent of 𝐤𝐤 giving 𝑚𝑚∗/𝑚𝑚e = 0.395 ± 0.005 (here, 𝑚𝑚e is 

the electron mass). The isotropic effective mass (despite the obliqueness of the molecular film 

structure) and the fact that the extracted effective mass similar to the effective mass of the bare 

Ag(111) SS (𝑚𝑚∗/𝑚𝑚e = 0.41 ± 0.02 [83]) could be an indication that the IS electrons are fairly 

insensitive to the potential landscape of the DCA overlayer. Furthermore, the similar values for 

the effective masses, for both the DCA/Ag(111) IS and Ag(111) SS, implies that there is little 

to no hybridisation between the DCA molecular states and the underlying Ag(111) substrate in 

the formation of the DCA/Ag(111) interface state. This corroborates the weak DCA-Ag(111) 

interactions inferred in Chapter 3. 
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 We note the deviations from free electron-like behaviour at higher energies where 𝐤𝐤 

approaches the BZ boundaries (e.g., 𝚪𝚪 on the left and 𝚪𝚪 on the right of residual plot, bottom of 

Figure 4.5d; black data points). These deviations are indicative of the case where the 

corrugation in the molecular potential imposed on the IS electrons is non-negligible. Therefore, 

we considered a 2nd order correction to the free electron dispersion [84]: 

𝐸𝐸(𝐤𝐤) = 𝐸𝐸0(𝐤𝐤) + �
|𝑈𝑈𝐆𝐆|2

(𝐸𝐸0(𝐤𝐤)−  𝐸𝐸0(𝐤𝐤 − 𝐆𝐆))
𝐆𝐆

 
                        

(Eq. 4.2) 

  

with 𝐸𝐸0(𝐤𝐤) given by Eq. 4.1. Here, 𝑈𝑈𝐆𝐆 is the Fourier coefficient of the DCA molecular film 

potential, 𝑈𝑈(𝐫𝐫): 

𝑈𝑈(𝐫𝐫) = � 𝑈𝑈𝐆𝐆
𝐆𝐆

𝑒𝑒𝑖𝑖𝐆𝐆∙𝐫𝐫 (Eq. 4.3) 

To a first approximation, we assumed that in Eq. 4.3, the only non-zero Fourier coefficients, 

𝑈𝑈𝐆𝐆, are those associated with 𝐆𝐆 = {±𝐆𝐆𝟏𝟏, ±𝐆𝐆𝟐𝟐, ±(𝐆𝐆𝟏𝟏 + 𝐆𝐆𝟏𝟏)}. Here, 𝐆𝐆𝟏𝟏 and 𝐆𝐆𝟐𝟐 are the primitive 

reciprocal lattice vectors for the DCA/Ag(111) lattice structure; they correspond to 𝐚𝐚𝟏𝟏∗  and 𝐚𝐚𝟐𝟐∗ , 

respectively. These Fourier coefficients are expected to have the largest contribution to the 

molecular potential. Further, by symmetry reasons, 𝑈𝑈𝐆𝐆 = 𝑈𝑈−𝐆𝐆, which leaves only three unique 

Fourier coefficients in Eq. 4.3 to consider. With this, the molecular potential, 𝑈𝑈(𝐫𝐫), can be 

written as: 

𝑈𝑈(𝐫𝐫) = 2𝑈𝑈𝐆𝐆𝟏𝟏 cos(𝐆𝐆𝟏𝟏 ∙ 𝐫𝐫) 
           + 2𝑈𝑈𝐆𝐆𝟐𝟐 cos(𝐆𝐆𝟐𝟐 ∙ 𝐫𝐫) 

                               +2𝑈𝑈𝐆𝐆𝟏𝟏+𝑮𝑮𝟐𝟐 cos((𝐆𝐆𝟏𝟏 + 𝐆𝐆𝟐𝟐) ∙ 𝐫𝐫) 

 
              
(Eq. 4.4) 

With this simplification, fitting the data for the DCA/Ag(111) dispersion with Eq. 4.2 is made 

more tenable, with five fitting parameters to consider: 𝑚𝑚𝐤𝐤
∗ , 𝜇𝜇, 𝑈𝑈𝐆𝐆𝟏𝟏 , 𝑈𝑈𝐆𝐆𝟐𝟐, and, 𝑈𝑈𝐆𝐆𝟏𝟏+𝐆𝐆𝟐𝟐. For 

simplicity, 𝑚𝑚𝐤𝐤
∗  is assumed to be isotropic, i.e., independent of 𝐤𝐤. This is reasonable as fitting 

with Eq. 4.1 yielded an isotropic effective mass. The blue curve in Figure 4.5d shows the 

resulting fit with Eq. 4.2 to our data. We find that the resulting fit shows a slight deviation from 

parabolic behaviour at higher energies as expected with Eq. 4.2. For low |𝐤𝐤| values, the two 

models (i.e., free electron model and 2nd order corrections to the free electron model) provide 

indistinguishable fits, while for high |𝐤𝐤| values, the deviations from the zero-line in our residual 

plots (blue data; Figure 4.5d) are less pronounced when we consider 2nd order corrections to 

the free electron model, i.e., fitting with Eq. 4.2. The calculated root-mean-square error (RMSE) 

for the two fits showed a 20% reduction (in the high |𝐤𝐤| regime; see Appendix B.2 for further 

details) when we considered 2nd order corrections to the free electron model compared to using 

the unperturbed (free) electron model. From fitting the data with Eq. 4.2, we further find that 
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the effective mass is 𝑚𝑚∗/𝑚𝑚e = 0.385 ± 0.003 which is a reduction from the value obtained 

assuming a free electron dispersion as described by Eq. 4.1. Further, the obtained Fourier 

coefficients are 𝑈𝑈𝐆𝐆𝟏𝟏 = 0.31 ± 0.03 V, 𝑈𝑈𝐆𝐆𝟐𝟐 = 0.14 ± 0.04 V, and 𝑈𝑈𝐆𝐆𝟏𝟏+𝐆𝐆𝟐𝟐 = 0.15 ± 0.04 V. Here, 

we find that we still maintain a parabolic dispersion for low energies despite being sensitive to 

the molecular potential as reflected in the reduced effective mass and the non-zero Fourier 

coefficients. 

 We note that measurements of 𝐸𝐸(𝐤𝐤) for the DCA/Ag(111) interface state at higher 

biases (𝑉𝑉b > 1.1 V) was not possible due to the weak d𝐼𝐼/d𝑉𝑉 scattering signal in our 

measurements at these higher energies. As mentioned in subsection 2.3.5, the Ag(111) 

Shockley surface state lives in the band gap of the Ag(111) projected band structure. At an 

energy of ~1.5 eV [277], the Ag(111) SS dispersion intersects the Ag(111) bulk dispersion and 

hence becomes degenerate with bulk state at higher energies, i.e., the Ag(111) surface state 

ceases to exist for energies > 1.5 eV. For a similar reason, we speculate that the weak d𝐼𝐼/d𝑉𝑉 

scattering signal for the defect-filled DCA/Ag(111) at high energies is because the 

DCA/Ag(111) interface state (derived from the Ag(111) SS) dispersion is close to the 

underlying Ag(111) projected bulk state dispersion at these energies. Nevertheless, the subtle 

deviations in our measured 𝐸𝐸(𝐤𝐤) data is sufficient for estimating the energy landscape at the 

DCA/Ag(111) interface as discussed in the following section.  

4.4 Molecular Potential Landscape at DCA/Ag(111) Interface 
With the obtained Fourier coefficients to the molecular potential, we can reconstruct 𝑈𝑈(𝐫𝐫) 

according to Eq. 4.4. Figure 4.6a shows the reconstructed 𝑈𝑈(𝐫𝐫). Noticeably, the reproduced 

molecular potential is remarkably similar to the STM imaging of the DCA molecular film (see 

Figure 4.4a inset). This map of 𝑈𝑈(𝐫𝐫) shows fluctuations of the energy landscape (Δ𝑈𝑈(𝐫𝐫) =

max[𝑈𝑈(𝐫𝐫)] −min[𝑈𝑈(𝐫𝐫)]) given by the molecular film that could reach Δ𝑈𝑈(𝐫𝐫) ~ 1.5 V (see line 

profile in Figure 4.6a inset), despite the dispersion being very close to parabolic near Gamma 

(see Figure 4.5d). With the obtained Fourier coefficients, we can further calculate the full band 

structure for DCA/Ag(111) interface electrons using the nearly free electron approximation 

[261]. We solve the following central equation for 𝐸𝐸(𝐤𝐤):  

�
ℏ2|𝐤𝐤|2

2𝑚𝑚∗ − 𝐸𝐸(𝐤𝐤)�𝐶𝐶𝐤𝐤 = � 𝑈𝑈𝐆𝐆
𝐆𝐆

𝐶𝐶𝐤𝐤−𝐆𝐆 
                   

(Eq. 4.5) 

with 𝐶𝐶𝐤𝐤 being the Fourier coefficients for the wave function solution for the system. The above 

expression defines a matrix equation which, through standard methods of inversion, can be 

solved without explicit knowledge of 𝐶𝐶𝐤𝐤 (see Appendix B.3). 
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Figure 4.6: DCA/Ag(111) interface potential landscape and band structure calculations. (a) 
Reconstructed real-space potential, 𝑈𝑈(𝐫𝐫), for the DCA/Ag(111) interface (with 𝑈𝑈±𝐆𝐆𝟏𝟏 = 0.309 mV, 
𝑈𝑈±𝐆𝐆𝟐𝟐 = 0.143 mV, and 𝑈𝑈±(𝐆𝐆𝟏𝟏+𝐆𝐆𝟐𝟐) = 0.152 mV) showing real-space variation in the molecular potential 
on the order of ~1.5 eV. Inset shows the line profile of 𝑈𝑈(𝐫𝐫) along the red and blue lines in (a). (b) 
Calculated band structure for the molecular potential in (a) using the nearly-free electron approximation 
(black) with an electron effective mass, 𝑚𝑚∗/𝑚𝑚e = 0.385. Calculated band structure with free-electron 
model (red) shown for reference (𝑚𝑚∗/𝑚𝑚e = 0.385). 

Figure 4.6b shows the calculated band structure (black curve). For reference, the 

calculated band structure with 𝑈𝑈(𝐫𝐫) = 0 everywhere, i.e., free-electron model, is also shown in 

Figure 4.6b (red curve). Here, the shape and strength of 𝑈𝑈(𝐫𝐫) is crucial to the accurate 

determination of the band structure. Where piecewise constant potentials are a good first 

approximation to a given system [278], the required Δ𝑈𝑈(𝐫𝐫) to reproduce the band structure (for 

the DCA/Ag(111) interface) may not necessarily reflect the potential landscape encountered by 

the electrons in the system. A more accurate derivation of 𝑈𝑈(𝐫𝐫) for our system would require 

using a larger collection of {𝑈𝑈𝐆𝐆} than the one we have considered. This is possible with more 

data for the DCA/Ag(111) interface state dispersion at higher energies. However, given that the 

scattering intensity is severely attenuated at energies far from the IS onset, this is unlikely with 

the current procedure. Despite this setback, we successfully sampled 𝐸𝐸(𝐤𝐤) with |𝐤𝐤| up to ~80% 

of the distance from the Γ point to the edge of the BZ (in any direction). This gives us a derived 

molecular potential, 𝑈𝑈(𝐫𝐫), that is representative of our system. 

We note that the authors, Sabitova et al., of ref. [243] developed a method, alternative 

to the one presented in this chapter, to reconstruct the molecular potential landscape, 𝑈𝑈(𝐫𝐫), at 

an organic/metal interface with promising success. Their method relied on measuring Bragg 

scattering of the interface state electrons off a defect-free molecular film. Signatures of Bragg 

scattering manifest themselves as very subtle peaks in the differential conductance, d𝐼𝐼/d𝑉𝑉 data 

on the molecular film. These subtle peaks are detected using the second derivative in the 

tunnelling current, d2𝐼𝐼/d𝑉𝑉2. This method, however, was not feasible in our case, as signatures 

of Bragg scattering were too weak to be detected. Despite this, our method which does not rely 
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on measurements of (potentially ‘noisy’) d2𝐼𝐼/d𝑉𝑉2, provides a more direct and quantitative 

deviations of the interface state dispersion from free electron (parabolic) behaviour as 𝐤𝐤 

approaches the BZ boundary. 

4.5 Summary 
In this chapter, we looked at a two-dimensional electron gas (2DEG), derived from the bare 

Ag(111) Shockley surface state, formed at the interface between the DCA molecular film and 

the underlying Ag(111) substrate. By means of FT-STS, I studied the dispersion of the electrons 

within this 2DEG interface state. Fitting this dispersion relation with second order corrections 

to the free electron model revealed slight deviations in the parabolic, i.e., free electron-like, 

dispersion of these interface state electrons. From the fitting procedure, an effective mass, 

𝑚𝑚∗/𝑚𝑚e = 0.385 ± 0.003, similar to that of the Ag(111) surface state electrons, was determined 

for these interface state electrons. The slight deviations from the free electron behaviour 

enabled the reconstruction of the potential landscape, 𝑈𝑈(𝐫𝐫), imposed by the DCA molecular 

film onto the underlying substrate surface electrons (up to a constant offset). The corrugation 

of the potential, Δ𝑈𝑈(𝐫𝐫), was found to be on the order of 1.5 eV. Here, we see that even if the 

electrons at hybrid interfaces (e.g., organic/metal interfaces) are free-like, i.e., with an almost 

perfect quadratic dispersion relation and that molecular-metal interactions are weak (such as 

between DCA and Ag(111)), the energy landscape that these electrons experience could still 

show real-space fluctuations greater than 1eV.  

The findings of this chapter present an important consideration for the design of 2D 

functional molecular devices that includes hybrid interfaces e.g., 2D molecular electronics in 

contact with metal electrodes (for charge control/flow). The real-space potential fluctuations at 

these hybrid interfaces can lead to a modification of the behaviour of the electrons there. This 

is particularly true for energies where the interface electron dispersion approaches the BZ 

boundary of the 2D molecular system. The resulting deviations in the electron dispersion at 

these energies can have adverse electronic effects that can hinder the electronic properties of 

the ensemble system (2D molecular system and the hybrid interface). For example, formation 

of band gaps at BZ boundaries can lead to a decrease in conductivity across the hybrid interface. 

Tuning of this energy threshold, where the interface electron dispersion deviates from free 

electron-like behaviour is favourable for 2D molecular electronics. The periodicity of the 2D 

molecular system offers this capability: with Δ𝑈𝑈(𝐫𝐫) being equal, larger 2D molecular 

periodicities (small BZ) lowers the energy at which the interface electron dispersion meets the 

BZ boundaries compared to smaller 2D molecular periodicities (large BZ). Therefore, the 2D 

molecular periodicity essentially sets the energy scale for potential device usage.
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Chapter 5  

Strongly Correlated Electrons in 2D 

DCA3Cu2 Kagome Metal-Organic 

Framework on Ag(111) 
 

5.1 Overview 
In the previous chapters, I presented results on a 2D organic nanostructure on Ag(111) 

comprised of only hydrogen-bonded DCA molecules. Extending those results, in this chapter, 

I present findings on a synthesised 2D metal-organic framework (MOF) on Ag(111) where the 

metal-ligand coordination within this MOF is facilitated by the coordination between DCA 

molecules and (co-deposited) Cu adatoms on the surface. It has been predicted that the 2D 

DCA-Cu MOF hosts non-trivial electronic properties that have relevance for next-generation 

electronics, e.g., topologically protected edge states [63] and strongly electron-electron 

interactions [64]. Furthermore, the resulting 2D structure has a local bonding environment that 

is qualitatively different than those in the preceding chapters. This enables a direct comparison 

of the impact of different intermolecular interactions on the electronic properties of 2D DCA-

based organic nanostructures. 

In this chapter, within the 2D MOF, the molecules are shown to self-assemble in a 

much sought-after kagome arrangement (corner-sharing equilateral triangles) as seen in Figure 

5.1a. The 2D kagome lattice has three inequivalent lattice sites (red, blue, and green sites in 

Figure 5.1b). Using a tight-binding model with nearest-neighbour electron hopping, one can 

construct real-space electron eigenfunctions with alternating phases at the neighbouring corners 

of the kagome hexagon [279–281] (red and blue sites in Figure 5.1b). Electron hopping to sites 

outside the hexagon, i.e., green sites in Figure 5.1b, is effectively hindered due to destructive 

phase interference (hopping from red to green and blue to green sites; see Figure 5.1b), 

resulting in an emergence of a highly localised state within the hexagon. In this non-interacting 

picture, i.e., without electron-electron interactions, this state appears as a flat band in the 

electronic band structure for a 2D kagome lattice (see Figure 5.1c). In addition to this flat band, 

the electronic band structure consists of two Dirac bands (the three inequivalent kagome lattice 

sites in Figure 5.1b giving rise to altogether three distinct bands) [279–281]. The flat band, a 
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direct result of the special geometry of the kagome lattice, when populated can give rise to 

strong Coulomb electron-electron interactions. 

 
Figure 5.1: Structural and electronic overview for a 2D kagome lattice. (a) 2D kagome lattice 
structure. (b) The 2D kagome lattice structure have three inequivalent sites indicated by the red, blue, 
and green sites. Within a given hexagon (cyan), electron eigenfunctions with alternating phases can be 
constructed at the neighbouring corners of the hexagon (given as ‘+’ and ‘–’ on the red and blue sites, 
respectively). Destructive quantum phase interference between these eigenfunctions prevents electron 
hopping to sites outside the hexagon, i.e., the green sites, resulting in a highly localised electronic state 
within the hexagon. (c) Typical electronic band structure for the 2D kagome lattice. The three 
inequivalent kagome sites in (b) give rise to three distinct electronic bands: one flat band and two Dirac 
bands with the Dirac bands meeting at the K-point (i.e., the Dirac point). The flat band here is associated 
with the highly localised state in (b). 

These strong electron-electron interactions can lead to a range of electronic (e.g. Mott 

transition [282]) and quantum magnetic phases (e.g., ferro-, antiferromagnetic), where 

transitions can be tuned via control of the valence band (VB) filling. Kagome systems with 

magnetic order and/or spin-orbit coupling can further exhibit nontrivial Berry phases and 

topology [283–286]. Recently, correlated electron phenomena and flat bands have been 

observed experimentally in inorganic kagome lattice single crystals [85, 287, 288]. MOFs and 

covalent organic frameworks (COFs) with comparably exotic intrinsic electronic structure have 

been predicted [63, 64, 289], with the additional promise of tuneable electron-electron 

interactions and topology stemming from bottom-up synthesis approaches to vary coupling 

parameters [290]. Atomically thin MOFs and COFs with the kagome geometry have been 
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synthesised; however, flat-bands and correlated phenomena have not yet been observed directly 

in these systems [52, 69, 291, 292]. 

Here I show, by means of STM and STS, indications of magnetic moments at both the 

Cu and DCA sites within the 2D DCA-Cu MOF, which we also refer to as the 2D DCA3Cu2 

MOF. Density functional theory calculations which include on-site electron-electron 

interactions (DFT+U) and mean-field Hubbard (MFH) modelling, as performed by collaborator 

Mr. Bernard Field (co-supervised by Prof. N. Medhekar and Dr. A. Schiffrin), and presented 

here, rationalises these experimentally observed local magnetic moments as a direct result of 

strong correlations between the DCA3Cu2 kagome MOF electrons. This represents the first 

demonstration of strongly correlated phenomena in an atomically thin 2D organic 

nanostructure. Dr. Jack Hellerstedt and Mr. Benjamin Lowe assisted in performing some of the 

measurements presented in this chapter. Dr. Jack Hellerstedt, Mr. Bernard Field, Mr. Benjamin 

Lowe, Dr. Yuefeng Yin, Prof. Nikhil Medhekar, and Dr. Agustin Schiffrin all assisted in the 

interpretation of the findings here. All experimental measurements, presented in this chapter, 

were performed at 4.4 K unless otherwise stated. 

5.2 Structural Characterisation of DCA3Cu2 Kagome on Ag(111) 

5.2.1 STM and nc-AFM overview of DCA3Cu2 kagome on Ag(111) 

Figure 5.2a shows a constant-current STM image (𝑉𝑉b = –20 mV) after the co-deposition of 

DCA molecules and Cu atoms on an atomically clean Ag(111) substrate held at room 

temperature in UHV (see subsection 2.1.5 for sample preparation details). In contrast with the 

close-packed crystalline self-assembly of the DCA-only preparation on Ag(111) (see Chapter 

3), Figure 5.2a shows a porous, less dense and less ordered DCA-Cu arrangement on Ag(111). 

The Fourier transform (FT) of the STM image in Figure 5.2a (see FT inset in Figure 5.2a) 

shows the structural peaks associated with the DCA-Cu structure on Ag(111) (green dashed 

circles). In the FT image, the anisotropic stretching of these peaks (along cyan arrows) and the 

diffuse background intensity (centred around k = 0) corroborates the observed disorder in DCA-

Cu structure in Figure 5.2a. Despite the observed partial disorder, the observation of an almost 

six-fold symmetric FT image implies that the DCA-Cu arrangement, likewise, has a structure 

that is close to being six-fold symmetric. That is, the DCA-Cu structure on Ag(111) is glassy, 

i.e., it has short-range order but lacks perfect long-range order. 
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Figure 5.2: STM and nc-AFM overview of DCA3Cu2 kagome on Ag(111). (a) Constant-current STM 
image of the DCA3Cu2 kagome structure on Ag(111) performed at 4.4 K (set point: 𝑉𝑉b = –20 mV, 𝐼𝐼t = 
50 pA). Inset: Fourier transform (FT; 𝑘𝑘 = 1/wavelength; scale bar: 1 nm–1) of STM image. Green dashed 
circles indicate first harmonic peaks corresponding to the hexagonal lattice of the DCA3Cu2 kagome 
crystal. The DCA3Cu2 structure is partially disordered and glassy, as shown by anisotropic stretching of 
peaks (along dashed cyan arrow) and diffuse background (around 𝑘𝑘 = 0) of the Fourier transform. (b) 
Constant-current STM image of region indicated by green box in (a) (set point: 𝑉𝑉b = –20 mV, 𝐼𝐼t = 50 
pA). Chemical structure of DCA superimposed. Vectors 𝐚𝐚𝟏𝟏, 𝐚𝐚𝟐𝟐 define a primitive unit cell, with ‖𝐚𝐚𝟏𝟏‖ =
‖𝐚𝐚𝟐𝟐‖ = 2.045 ± 0.015 nm, ∡(𝐚𝐚𝟏𝟏, 𝐚𝐚𝟐𝟐) = 60 ± 1°. Dashed cyan lines link centres of DCA molecules, 
forming the kagome star. (c) CO tip-functionalised nc-AFM image of DCA3Cu2 kagome structure in (b). 
tip retracted 0.3 Å with respect to STM set point 𝑉𝑉b = 3 mV, 𝐼𝐼t = 150 pA, adjusted on top of DCA 
molecule centre. Cu atoms follow a honeycomb arrangement and have two different STM and nc-AFM 
apparent heights (‘CuA’: red dashed circle; ‘CuB’: blue dashed circle). 

 Figures 5.2b,c shows a constant-current STM image (𝑉𝑉b = –20 mV) and a CO tip-

functionalised (see subsection 2.2.7) nc-AFM image of the local DCA-Cu structure observed 

in Figure 5.2a, respectively. In both STM and nc-AFM images, the DCA molecules within the 

DCA-Cu structure form a kagome-like arrangement (cyan dashed lines in Figures 5.2b,c). 

Here, the kagome arrangement of the DCA molecules are facilitated by the three-fold DCA 

cyano-Cu coordination (see dashed circles in Figures 5.2b,c). The fidelity of the local DCA-

Cu, i.e., three-fold, bonding structure means that the resulting 2D DCA3Cu2 structure is glassy, 

i.e., it has short-range order but lacks long-range order. From the FT image in Figure 5.2a inset, 

we estimate that the primitive unit cell of the system (composed of 3 DCA molecules and 2 Cu 

adatoms) can be defined by the lattice vectors 𝐚𝐚𝟏𝟏 and 𝐚𝐚𝟐𝟐 with ‖𝐚𝐚𝟏𝟏‖ = ‖𝐚𝐚𝟐𝟐‖ = 2.045 ± 0.015 

nm, ∡(𝐚𝐚𝟏𝟏,𝐚𝐚𝟐𝟐) = 60 ± 1° (see Figures 5.2b,c). 

 Noticeably, within the 2D DCA3Cu2 kagome structure, we observe that the Cu atoms, 

as imaged by STM and nc-AFM imaging, appear with different contrasts (see dashed circles in 

Figures 5.2b,c). In STM imaging, we observe Cu atoms with varying apparent heights. Cu 

atoms with a larger apparent height (brighter STM contrast) and Cu atoms with a lower apparent 

height (darker STM contrast) are labelled as CuA and CuB, respectively (red and blue dashed 

circles in Figure 5.2b, respectively). In nc-AFM imaging, these Cu atoms similarly appear with 

varying Δ𝑓𝑓 signal. CuA atoms appear with a larger Δ𝑓𝑓 signal while CuB atoms appear with a 
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lower Δ𝑓𝑓 signal (red and blue dashed circles in Figure 5.2c, respectively). Further, from STM 

imaging, we find no clear distribution for these different Cu species within the MOF. We 

discuss both observations, the glassiness of the 2D DCA3Cu2 kagome structure on Ag(111) and 

the appearance of different Cu species (i.e., CuA and CuB atoms) in the following subsection. 

5.2.2 Structural disorder in DCA3Cu2/Ag(111) 

Here, we address the structural disorder of the DCA3Cu2 kagome MOF on Ag(111) in relation 

to a similarly synthesised DCA3Cu2 kagome MOF on Cu(111) [53, 77]. DCA3Cu2/Cu(111) was 

synthesised in UHV by depositing thermally evaporated DCA molecules onto a clean Cu(111) 

substrate held at room temperature (see subsection 2.1.5 for sample preparation details). Figure 

5.3e shows a constant-current STM image (𝑉𝑉b = 200 mV) of the resulting DCA3Cu2/Cu(111) 

kagome MOF (Figure 5.3a-d. reproduced here from Figure 5.2 as reference to the 2D 

DCA3Cu2/Ag(111) MOF). Unlike, DCA3Cu2/Ag(111), the DCA-Cu kagome structure on 

Cu(111) appears perfectly ordered. The FT of the STM image in Figure 5.3e, likewise, shows 

sharp structural peaks (green dashed circles) reflecting the crystallinity of the 2D DCA3Cu2 

kagome structure on Cu(111) (see Figure 5.3f). Figures 5.3g,h shows a constant-current STM 

image (𝑉𝑉b = 200 mV) and CO tip-functionalised nc-AFM image of the local DCA3Cu2 kagome 

structure on Cu(111), respectively. In these images, the kagome arrangement for the DCA 

molecules are indicated by the cyan dashed lines. From the FT image in Figure 5.3f, we find 

that the primitive unit cell for DCA3Cu2 on Cu(111) is defined by the lattice vectors 𝐚𝐚𝟏𝟏 and 𝐚𝐚𝟐𝟐 

such that ‖𝐚𝐚𝟏𝟏‖ = ‖𝐚𝐚𝟐𝟐‖ = 2.045 ± 0.007 nm, ∡(𝐚𝐚𝟏𝟏,𝐚𝐚𝟐𝟐) = 60.0 ± 0.5° (see Figures 5.3g,h). 

Here, we see that the unit cell vectors are similar with those defining the 2D DCA3Cu2/Ag(111) 

kagome structure. Further, like for the MOF on Ag(111), we observe that the Cu atoms within 

the DCA3Cu2/Cu(111) kagome, as imaged by STM and nc-AFM, appear with different 

contrasts, i.e., different STM apparent heights and different Δ𝑓𝑓 signals, respectively (see dashed 

circles in Figures 5.3g,h). Here, we identify two different Cu species, namely CuA (red dashed 

circles) and CuB (blue dashed circles) atoms, with the latter having a larger apparent height and 

a lower Δ𝑓𝑓 signal in STM and nc-AFM imaging. In contrast with the Cu atoms within the 

DCA3Cu2 MOF on Ag(111), the Cu atoms within the MOF on Cu(111) are positioned with a 

perfect alternation of CuA and CuB atoms, i.e., the nearest Cu neighbours for the CuA atoms are 

CuB atoms and vice versa. 
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Figure 5.3: STM & nc-AFM imaging of DCA3Cu2 kagome structures on Ag(111) and Cu(111). (a)-
(d) reproduced here from Figure 5.2. (e) Constant-current STM image of the DCA3Cu2 kagome structure 
on Cu(111) performed at 4.4 K (set point: 𝑉𝑉b = 200 mV, 𝐼𝐼t = 50 pA). (f) Fourier transform (FT; 𝑘𝑘 = 
1/wavelength) of STM image. Green dashed circles indicate first harmonic peaks corresponding to the 
hexagonal lattice of the DCA3Cu2 kagome crystal. (g) Constant-current STM image of region indicated 
by magenta box in (e) (set point: 𝑉𝑉b = 200 mV, 𝐼𝐼t = 50 pA). Chemical structure of DCA superimposed. 
Vectors 𝐚𝐚𝟏𝟏, 𝐚𝐚𝟐𝟐 define a primitive unit cell, with ‖𝐚𝐚𝟏𝟏‖ = ‖𝐚𝐚𝟐𝟐‖ = 2.045 ± 0.007 nm, ∡(𝐚𝐚𝟏𝟏, 𝐚𝐚𝟐𝟐) = 60.0 ± 
0.5°. Dashed cyan lines link centres of DCA molecules, forming the kagome star. (h) CO tip-
functionalised nc-AFM image of DCA3Cu2 kagome structure in (g). Tip retracted 0.3 Å with respect to 
STM set point 𝑉𝑉b = 2 mV, 𝐼𝐼t = 200 pA, adjusted on top of DCA molecule centre. Unlike 
DCA3Cu2/Ag(111), the MOF system on Cu(111) is perfectly ordered. Here, there is also an alternation 
in the contrast of the Cu atoms on Cu(111) in both STM and nc-AFM imaging (‘CuA’: red dashed circle; 
‘CuB’: blue dashed circle). 
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 To address quantitatively the difference in the level of structural order/disorder 

between the two systems, we measured the next nearest neighbours’ distance, 𝑟𝑟NNN, for all Cu 

atom pairs within a large DCA3Cu2 MOF domain on both the Ag(111) and Cu(111) substrates 

(see Figure 5.4). Here, we used image processing techniques (via MATLAB) to extract the Cu 

atom positions for both kagome systems on Ag(111) and Cu(111) as seen in Figures 5.4a,b 

(blue and black dots, respectively). These positions were then used to determine 𝑟𝑟NNN. Figure 

5.4c shows histograms of the measured 𝑟𝑟NNN for the DCA3Cu2/Ag(111) (blue) and 

DCA3Cu2/Cu(111) (black) MOFs. 

 
Figure 5.4: Cu atoms next-nearest-neighbour distance in DCA3Cu2 MOFs on Ag(111) & Cu(111). 
(a)-(b) Constant current STM imaging of DCA3Cu2 MOF on Ag(111) and Cu(111), respectively (set 
point: 𝑉𝑉b = 1.0 V, 𝐼𝐼t = 50 pA). The Cu atoms’ positions (blue and black dots) in both systems were 
extracted using a MATLAB image processing algorithm. (c) Histogram of the Cu atoms’ next nearest 
neighbours distance, 𝑟𝑟NNN, for DCA3Cu2 on Ag(111) (blue; left y-axis) and for DCA3Cu2 on Cu(111) 
(black; right y-axis). The calculated average 𝑟𝑟NNN for both MOFs are similar to one another. However, 
the distribution width for the Cu atoms’ next nearest neighbours distance in the DCA3Cu2/Ag(111) 
system is ~5.5 times broader than that for the DCA3Cu2/Cu(111) system.  
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A normal distribution fit for both histograms shows that the average 𝑟𝑟NNN for both 

systems are nearly identical (𝜇𝜇 = 2.039 nm and 2.043 nm for DCA3Cu2 on Ag(111) and 

Cu(111), respectively) however the width of the distribution of 𝑟𝑟NNN differs significantly 

between the two systems (𝜎𝜎 = 0.088 nm and 0.016 nm for DCA3Cu2 on Ag(111) and Cu(111), 

respectively). The larger width of the distribution of 𝑟𝑟NNN for DCA3Cu2/Ag(111) reflects the 

disordered kagome structure synthesized on Ag(111) compared to Cu(111) which is perfectly 

crystalline as seen in Figure 5.3. We note that this method allowed for a more direct access to 

the level of structure order/disorder than an analysis of the FT images in Figures 5.3b,f. This 

is particularly so, given the complicated and intricate FT structures seen for the 

DCA3Cu2/Ag(111) kagome structure. 

Given the close resemblance between average 𝑟𝑟NNN for the DCA3Cu2 MOFs on 

Ag(111) and Cu(111) we speculate that the significant difference in the distribution 𝑟𝑟NNN (i.e., 

structural disorder/order) is driven by the difference in registry between the MOF and Ag(111) 

compared to the MOF on Cu(111). To see this, we performed nc-AFM imaging using a CO 

functionalized tip of the kagome-bare metal surface boundary seen in Figure 5.5. The lower 

halves of the nc-AFM images in Figure 5.5 show atomically resolved images of the bare 

Ag(111) (Figure 5.5a) and Cu(111) (Figure 5.5b) surfaces. Using the surface atom positions 

for these surfaces, we can infer the positions of the surface atoms (red circles) beneath the 

DCA3Cu2 kagome structure for the top halves of the nc-AFM images in Figure 5.5. Here, we 

see that the there is no clear registry between the DAC3Cu2 MOF and the Ag(111) substrate 

(Figure 5.5a), i.e., the MOF is incommensurate with the underlying substrate. This is in contrast 

with the case on Cu(111) where the DCA3Cu2 MOF is perfectly commensurate with the 

underlying Cu(111) substrate (Figure 5.5b) as was previously found [53, 77]. These findings 

are consistent with the weak DCA-Ag(111) interactions established in Chapter 3 and the nature 

of reactivities of Ag(111) and Cu(111) substrate (with the Cu(111) substrate being the more 

reactive of the two) [264, 265]. Therefore, we ascribe the glassiness and partial disorder of the 

DCA3Cu2 kagome structure on Ag(111) to a structural mismatch between the energetically 

favourable DCA-Cu arrangement within the MOF [which can be achieved commensurately on 

Cu(111)] and the Ag(111) lattice. 
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Figure 5.5: Registration of DCA3Cu2 on Ag(111) and Cu(111). (a)-(b) Constant-height CO tip-
functionalized nc-AFM images for DCA3Cu2 on (a) Ag(111) and (b) Cu(111). At the bottom of (a) and 
(b) are atomically resolved images of the (a) bare Ag(111) and (b) bare Cu(111) surfaces. The positions 
of these surface atoms are used to determine the registration of the DCA3Cu2 kagome systems on both 
Ag(111) and Cu(111). In this case, the DCA3Cu2 is incommensurate with the Ag(111) substrate but 
commensurate with the Cu(111) substrate. CuA and CuB sites in both systems are indicated by the red 
and blue dashed circles, respectively. (Top half of (a), (b) taken with the tip retracted 0.3 Å with respect 
to STM set point 𝑉𝑉b = 3 mV, 𝐼𝐼t = 0.2 nA, adjusted on top of DCA molecule centre. Bottom half of (a), 
(b) taken with STM set point 𝑉𝑉b = 3 mV, 𝐼𝐼t = 2.5 nA, adjusted on top of DCA molecule centre). 

5.2.3 Origin of Cu contrast in STM and nc-AFM imaging of DCA3Cu2/Ag(111) 
The observed difference in contrast in STM and nc-AFM imaging of the Cu atoms in DCA3Cu2 

(CuA and CuB; see section 5.2.1) on Ag(111) can be structural (i.e., difference in real adsorption 

height) or electronic (i.e., difference in near-Fermi density of electronic states). To determine 

which, we measured the apparent height difference, ∆𝑧𝑧app, between CuA and CuB atoms as a 

function of tunnelling bias via constant-current STM imaging (see Figures 5.6a-c). We find 

that ∆𝑧𝑧app shows no strong dependence on STM tunnelling bias indicating that the observed 

contrast for the Cu atoms in STM and nc-AFM imaging is not due to differences in the near-

Fermi density of electronic states. We further performed measurements of the real adsorption 

height difference, ∆𝑧𝑧, between the CuA and CuB atoms via nc-AFM force spectroscopy (see 
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subsection 2.4.2). This involves measuring the frequency shift, ∆𝑓𝑓, of the resonating qPlus 

sensor tip as a function of relative tip-sample distance, 𝑧𝑧rel, at both Cu atom positions and then 

determining the relative separation in the minima of the obtained ∆𝑓𝑓(𝑧𝑧) curves. With this, we 

find that ∆𝑧𝑧 to be ~17 pm with CuA having the larger adsorption height (see Figure 5.6d). We 

note, however, that this value of ∆𝑧𝑧 varies depending on which CuA and CuB atoms that are 

being probed with force spectroscopy. Despite this, we find that CuA atoms, which have larger 

apparent heights as measured by STM, tend to have larger real adsorption heights than CuB 

atoms. Therefore, we conclude that the differing contrast in the appearance of Cu atoms in STM 

and nc-AFM imaging is due to differing adsorption heights for the Cu atoms: where Cu atoms 

with a larger adsorption height having a larger apparent height and therefore a brighter contrast 

in STM and nc-AFM imaging. 

 
Figure 5.6: Apparent and real adsorption height difference between CuA and CuB atoms in 
DCA3Cu2/Ag(111). (a) Constant current STM imaging of DCA3Cu2/Ag(111) (𝑉𝑉b = 50 mV, 𝐼𝐼t = 50 pA). 
(b) Image line profile along black dashed line in (a). The apparent height difference between the CuB 
(blue dot) and CuA (red dot) is indicated by ∆𝑧𝑧app. (c) Plot of the measured apparent height difference, 
∆𝑧𝑧app, as a function of STM imaging bias. ∆𝑧𝑧app shows no significant variations as a function of bias 
suggesting topographic differences between the CuA and CuB in STM imaging is structural in nature. (d) 
Frequency shift as a function of relative tip-sample distance, Δ𝑓𝑓(𝑧𝑧), for CuA (red curve) and CuB (blue 
curve). The minima of the curves were found by fitting a 3rd order polynomial near the vicinity of the 
minima (green dashed curve). The difference in the minima gives a measure of the difference of 
adsorption heights between the CuA and CuB atoms of ~17 pm with CuA having the larger adsorption 
height (nc-AFM oscillations amplitude = 70 pm). 
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 We note that because of the incommensurability of the DCA3Cu2 kagome MOF on 

Ag(111) established in the previous subsection, the Cu atoms necessarily have varying 

adsorption sites on the underlying Ag(111) substrate (see Figure 5.5a). We speculate that 

different Cu adsorption sites lead to varying Cu adsorption heights such as the case of DCA 

molecules on Ag(111) (see section 3.2). The resulting distribution of Cu atoms with large (CuA 

atoms) and small (CuB atoms) adsorption heights within the 2D DCA3Cu2 MOF on Ag(111) 

could therefore appear quasi-random as seen in Figure 5.2. 

5.3 STS Characterisation of DCA3Cu2 Kagome on Ag(111) 
For insights into the electronic properties of the DCA3Cu2 MOF on Ag(111), we performed 

d𝐼𝐼/d𝑉𝑉 STS measurements at 4.4 K. Figure 5.7a shows the obtained d𝐼𝐼/d𝑉𝑉 STS spectra at the 

high symmetry locations (labelled in STM inset of Figure 5.7a) within the MOF. At all 

locations we observe a broad and prominent resonance between 150 – 500 mV. Near the Fermi 

level, we identify a rich set of features in the d𝐼𝐼/d𝑉𝑉 signal at all the high symmetry locations. 

To better see these features, Figure 5.7b shows the near-Fermi d𝐼𝐼/d𝑉𝑉 STS spectra taken at the 

DCA anthracene extremity (blue curve), the CuA atom (black curve) and at the DCA molecular 

centre (green curve) sites. Spectra taken at the DCA anthracene extremities and the CuA atoms 

(blue and black curves in Figure 5.7b, respectively) show zero-bias peaks (ZBPs). We note that 

the d𝐼𝐼/d𝑉𝑉 STS at CuB sites are qualitatively identical to those at CuA sites but with a reduced 

ZBP intensity is omitted for clarity. A ZBP with a reduced intensity is also visible at the MOF 

pore centres (magenta curve in Figure 5.7a), which we attribute to a residual signal from the 

nearby DCA anthracene extremities. At the DCA molecular centre (green curve in Figure 

5.7b), we observe a prominent energy-symmetric (with respect to the Fermi level) step-like 

feature. Additionally, we observe energy-symmetric peak features in the d𝐼𝐼/d𝑉𝑉 STS at the 

DCA molecular centre (indicated by grey dashed lines). These peaks are also observed at the 

DCA anthracene extremity and Cu locations, although subtly (see grey dashed lines). We note 

that these near-Fermi features were not observed for the DCA-only system on Ag(111) 

discussed in the Chapter 3. 

The zero-bias d𝐼𝐼/d𝑉𝑉 STS map in Figure 5.7c (acquired using the multi-pass method; 

see subsection 2.3.4) shows the spatial distribution of the ZBP, with intensity at all Cu atoms 

and anthracene extremities. The anthracene extremity components closely resemble the spatial 

extent of the DCA lowest unoccupied molecular orbital (LUMO) that we observed in DCA-

only monolayers on Ag(111) in Chapter 3. In contrast, the d𝐼𝐼/d𝑉𝑉 STS map taken at a bias 

below the onset of the step-like d𝐼𝐼/d𝑉𝑉 feature in Figure 5.7b, i.e., 𝑉𝑉b = –100 mV (see Figure 

5.7d), shows higher intensities at the anthracene centres than at the anthracene extremities and 
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Cu atom sites (see Appendix C.4 for d𝐼𝐼/d𝑉𝑉 STS maps at energies correspond to the satellite 

peaks in Figure 5.7b). 

 
Figure 5.7: STS characterisation of DCA3Cu2 kagome MOF on Ag(111). (a) d𝐼𝐼/d𝑉𝑉 STS spectra (set 
point 𝑉𝑉b = –250 mV, 𝐼𝐼𝑟𝑟 = 0.5 nA) at high symmetry points of kagome MOF (indicated in inset STM 
image; 𝑉𝑉b = –200 mV, 𝐼𝐼𝑟𝑟 = 500 pA). Spectra vertically offset for clarity. A broad resonance between 
~0.15 – 0.5 V (black arrow) is seen at all locations. (b) Near-Fermi d𝐼𝐼/d𝑉𝑉 STS spectra (dashed rectangle 
in (a)) at DCA anthracene extremity (blue) and MOF Cu (CuA) atom (red), showing sharp zero-bias 
resonance. Near-Fermi STS data at DCA centre (green) shows a prominent step-like feature. Energy-
symmetric peaks also observed in the STS data are indicated by vertical grey dashed lines. STS data in 
(a)-(b) were acquired by numerically differentiation of 𝐼𝐼(𝑉𝑉) curves. (c)-(d) d𝐼𝐼/d𝑉𝑉 maps at 0 and –100 
mV acquired using multi-pass approach (see section 2.3.4). The first pass recorded the STM topographic 
profile with a constant-current set point: 𝑉𝑉b = –200 mV, 𝐼𝐼𝑟𝑟 = 500 pA. The second pass recorded the d𝐼𝐼/d𝑉𝑉 
signal using the lock-in technique while following the recorded profile in the first pass, with a tip offset 
of 120 and 30 pm for (c) and (d), respectively. At 0 mV (–100 mV), d𝐼𝐼/d𝑉𝑉 intensity is higher at Cu 
atoms and anthracene extremities (anthracene centres, respectively). Red dashed circles: pores of kagome 
structure. Scale bars: 1.5 nm. 

Previous works [53, 278] have shown that 2D porous metal-organic systems can 

confine the Shockley surface states of underlying metallic substrates, resulting in resonances in 

the measured d𝐼𝐼/d𝑉𝑉 STS curves. To test whether the features in our experimental d𝐼𝐼/d𝑉𝑉 curves 

in Figure 5.7 are a result of the confinement of the Ag(111) Shockley surface state by the 

DCA3Cu2 MOF, we simulated the local density of states (LDOS) of 2D free electrons subjected 
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to a 2D potential following the geometry of the DCA3Cu2 MOF. To do this, we utilise the 

Electron Plane Wave Expansion (EPWE) model as described in ref. [278] (see Appendix C.1.1 

for details on model calculations).  

Figure 5.8a shows the d𝐼𝐼/d𝑉𝑉 STS measurements at the high symmetry points for the 

DCA3Cu2/Ag(111) kagome structure (indicated in Figure 5.8c) for biases 𝑉𝑉b > –0.1 V. Figure 

5.8b shows the simulated LDOS at corresponding high-symmetry locations for 2D free 

electrons confined by a 2D potential kagome geometry as seen in Figure 5.8d. Here, we 

modelled the potential imposed by the DCA3Cu2 kagome on the underlying Ag(111) surface 

state electrons using a piecewise constant periodic function. The red, cyan, green and blue 

regions in Figure 5.8d correspond to regions of constant potential modelling the potential of 

the Cu atom, DCA anthracene body, DCA anthracene extremity and the bare Ag(111) surface, 

respectively. We used a potential strength of 𝑉𝑉Cu = 1.5 V (red regions; representing Cu atoms), 

𝑉𝑉mol = 0.15 V (cyan regions; representing DCA anthracene body), 𝑉𝑉end = 0.15 V (green 

regions; representing anthracene extremities), and 𝑉𝑉Ag = 0 V (blue regions; representing bare 

Ag(111) surface). This choice in the potential strengths was made to reproduce the experimental 

results as close as possible (by means of trial and error).  

From Figures 5.8a,b, we find the features in our experimental d𝐼𝐼/d𝑉𝑉 STS data are 

reproduced qualitatively in our simulated LDOS for biases 𝑉𝑉b > 100 mV. In particular, our 

model reproduces the broad resonance between 𝑉𝑉b = 150 and 500 mV in experimental d𝐼𝐼/d𝑉𝑉 

STS data our at all kagome geometry high-symmetry points. To corroborate the agreement 

between the EPWE model results and our experimental d𝐼𝐼/d𝑉𝑉 STS data, we further compared 

experimentally acquired d𝐼𝐼/d𝑉𝑉 STS maps for the DCA3Cu2/Ag(111) kagome MOF with the 

corresponding simulated LDOS maps obtained from our EPWE model calculations. Figures 

5.8e-j show some these experimental d𝐼𝐼/d𝑉𝑉 STS maps and simulated LDOS maps for biases 

𝑉𝑉b > –0.1 V. We find that simulated LDOS maps show similar spatial features with our 

experimental data. We note that the energy scale of the features seen in both our experimental 

and simulated data are different. This could be explained by the fact that our simulated 

geometry assumes a perfect kagome structure whereas experimentally this is not the case, i.e., 

disorder in the DCA3Cu2 kagome structure on Ag(111) is apparent. Furthermore, we assumed 

a constant piecewise potential landscape whereas a real potential landscape would be smoothly 

varying. Simulating the latter would be computationally expensive and would affect the energy 

scale of the system but not the qualitative shape of the simulated LDOS. We also note that there 

is an increase in the d𝐼𝐼/d𝑉𝑉 signal for 𝑉𝑉b > 1 V which is not captured by our model. We attribute 

this increase to an increase in the transmission term in the tunnelling current at larger energies 

(see subsection 2.2.5) which is not modelled using EPWE.  
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Figure 5.8: LDOS simulation for DCA3Cu2/Ag(111) via Electron Plane Wave Expansion (EPWE) 
modelling. (a) Differential conductance measurements at the high-symmetry points (shown in (c)) for 
DCA3Cu2 kagome on Ag(111) showing intricate features for 𝑉𝑉b > –0.1 V (Setpoint: 𝑉𝑉b = –0.3 V, 𝐼𝐼t = 20 
pA). (b) Calculated LDOS at high-symmetry locations (shown in (d)) using the EPWE model for 2D free 
electrons in a periodic kagome potential. (c) Constant-current STM image of DCA3Cu2/Ag(111) kagome 
MOF (set point: 𝑉𝑉b = –20 mV, 𝐼𝐼t = 50 pA). (d) The potential geometry and landscape modelled after the 
DCA3Cu2 kagome geometry and used to simulate the LDOS in (b). Here we used 𝑉𝑉Cu = 1.5 V (red 
regions; representing Cu atoms), 𝑉𝑉mol = 0.15 V (cyan regions; representing DCA anthracene body), 𝑉𝑉end 
= 0.15 V (green regions; representing anthracene extremities), and 𝑉𝑉Ag = 0 V (blue regions; representing 
bare Ag(111) surface). The periodicity of the potential is defined by the lattice vectors 𝐚𝐚𝟏𝟏 and 𝐚𝐚𝟐𝟐: ‖𝐚𝐚𝟏𝟏‖ =
‖𝐚𝐚𝟐𝟐‖ = 2.045 nm with ∡(𝐚𝐚𝟏𝟏, 𝐚𝐚𝟐𝟐) = 60°. (e), (g), (i) show the bias cuts of a constant-current d𝐼𝐼/d𝑉𝑉 STS 
grid (𝑉𝑉b = –0.3 V, 𝐼𝐼t = 20 pA) at the indicated biases. (f), (h), (j) show the simulated LDOS maps using 
the EPWE model at the biases indicated. The blue ellipses and red circles in (e)-(j) indicate the DCA 
molecule and Cu atom positions, respectively. Qualitatively, there is agreement between the bias cuts 
and the LDOS maps for biases 𝑉𝑉b > 0.1 V. Scalebars: 1 nm. 
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From Figures 5.8a,b, we find the features in our experimental d𝐼𝐼/d𝑉𝑉 STS data are 

reproduced qualitatively in our simulated LDOS for biases 𝑉𝑉b > 100 mV. In particular, our 

model reproduces the broad resonance between 𝑉𝑉b = 150 and 500 mV in experimental d𝐼𝐼/d𝑉𝑉 

STS data our at all kagome geometry high-symmetry points. To corroborate the agreement 

between the EPWE model results and our experimental d𝐼𝐼/d𝑉𝑉 STS data, we further compared 

experimentally acquired d𝐼𝐼/d𝑉𝑉 STS maps for the DCA3Cu2/Ag(111) kagome MOF with the 

corresponding simulated LDOS maps obtained from our EPWE model calculations. Figures 

5.8e-j show some these experimental d𝐼𝐼/d𝑉𝑉 STS maps and simulated LDOS maps for biases 

𝑉𝑉b > –0.1 V. We find that simulated LDOS maps show similar spatial features with our 

experimental data. We note that the energy scale of the features seen in both our experimental 

and simulated data are different. This could be explained by the fact that our simulated 

geometry assumes a perfect kagome structure whereas experimentally this is not the case, i.e., 

disorder in the DCA3Cu2 kagome structure on Ag(111) is apparent. Furthermore, we assumed 

a constant piecewise potential landscape whereas a real potential landscape would be smoothly 

varying. Simulating the latter would be computationally expensive and would affect the energy 

scale of the system but not the qualitative shape of the simulated LDOS. We also note that there 

is an increase in the d𝐼𝐼/d𝑉𝑉 signal for 𝑉𝑉b > 1 V which is not captured by our model. We attribute 

this to an increase in the transmission term in the tunnelling current at larger energies (see 

subsection 2.2.5) which is not captured using EPWE.  

Despite these inconsistencies, the good qualitative agreement between our 

experimental and simulated data for 𝑉𝑉b > 100 mV means that the features (e.g., resonance 

between 𝑉𝑉b = 150 and 500 mV) in our STS data for 𝑉𝑉b > 100 mV are a result of the confinement 

of the underlying Ag(111) Shockley surface state by the DCA3Cu2 kagome structure. Notably, 

the ZBP and the step-like features near the Fermi level is not captured by our model and are not 

a result of the Ag(111) surface state confinement. The nature of these near-Fermi features will 

be explored in the following section. 

5.4 Nature of ZBP and Near-Fermi Features in dI/dV STS Data 

5.4.1 Temperature-dependent dI/dV data and fitting overview 

As pointed out in subsection 2.3.6, not all features in the d𝐼𝐼/d𝑉𝑉 signal necessarily correspond 

to intrinsic electronic states. To determine if the near-Fermi features, i.e., the ZBP and the off-

Fermi, energy symmetric step and peaks observed in our d𝐼𝐼/d𝑉𝑉 STS data are intrinsic DCA3Cu2 

kagome MOF states, we looked at the temperature dependence of these features. Figure 5.9 

shows the acquired d𝐼𝐼/d𝑉𝑉 STS spectra at the CuA, DCA anthracene extremity, and DCA centre 

sites, for temperatures between 4.4 and 145 K. 
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Figure 5.9: Temperature-dependent near-Fermi dI/dV STS data for DCA3Cu2/Ag(111) kagome 
MOF. (a) Constant-current STM image of the DCA3Cu2/Ag(111) kagome MOF (set point: 𝑉𝑉b = –250 
mV, 𝐼𝐼t = 1.5 nA). (b)-(d) Background subtracted d𝐼𝐼/d𝑉𝑉 STS spectra at (a) CuA, (b) DCA anthracene 
extremity, and (c) DCA centre, taken at various temperatures. Locations for spectra in (a)-(c) are 
correspond to red, blue, and green markers in (a), respectively. For temperatures > 4.4 K, the STM was 
heated to the desired temperature (by applying power to a built-in Zener diode) and was stabilised at that 
temperature for 1 –1.5 hours to allow for thermal drift to settle prior to performing STS measurements. 
At higher temperatures, a drift correction software was used to compensate for any residual thermal drift. 
Black curves: total fits of 𝑇𝑇 = 4.4 K data, consisting of a Fano line shape for the ZBP (blue filled curves), 
pairs of Lorentzians for the energy-symmetric off-Fermi peaks (green filled) and a pair of error functions 
for the energy-symmetric step functions (magenta filled). At the Cu sites and the DCA anthracene 
extremities, the locations of the satellite peaks are at ±43.5 and ±75.6 mV. At the DCA centre, the step-
like feature is positioned at ±43.5 mV, while satellite peaks are located at ±17.3, ±43.5, ±56.3, ±75.6, 
and ±85.8 mV. 

We then fitted all the acquired d𝐼𝐼/d𝑉𝑉 spectra, using a non-linear least squares fitting 

algorithm (via MATLAB). To remove contributions of thermal broadening to the acquired 

d𝐼𝐼/d𝑉𝑉 signal (see Appendix C.6), we considered the following functional form for our fits 

[293]:  

(d𝐼𝐼 d𝑉𝑉⁄ )fit(𝑉𝑉,𝑇𝑇) = � 𝜌𝜌fit(𝐸𝐸,𝑇𝑇)
d

d𝑉𝑉
𝐹𝐹(𝐸𝐸 − 𝑒𝑒𝑉𝑉,𝑇𝑇) d𝐸𝐸

∞

−∞
 

                                     

(Eq. 5.1) 

Here 𝑇𝑇 is the temperature of the system, 𝜌𝜌fit(𝐸𝐸,𝑇𝑇) is the functional form that we use for fitting 

the local density of states at a particular site and 𝐹𝐹(𝐸𝐸,𝑇𝑇) is the Fermi-Dirac distribution 

function: 

𝐹𝐹(𝐸𝐸,𝑇𝑇) = 1 (𝑒𝑒𝐸𝐸 𝑇𝑇⁄ + 1)⁄  (Eq. 5.2) 

For the Cu sites, we consider the following functional form for 𝜌𝜌fit(𝑉𝑉,𝑇𝑇): 

𝜌𝜌fit
Cu(𝑉𝑉,𝑇𝑇) = Fano(𝑉𝑉,𝐸𝐸0, Γ, 𝑞𝑞,𝐴𝐴) +�𝐿𝐿(𝑉𝑉,𝐸𝐸𝑖𝑖 , Γ𝑖𝑖 ,𝐴𝐴𝑖𝑖) + c(A,𝑉𝑉,𝐸𝐸′,𝜎𝜎)

𝑖𝑖

 
                                     

(Eq. 5.3) 

where: 
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Fano(𝑉𝑉,𝐸𝐸0, Γ, 𝑞𝑞,𝐴𝐴) =
𝐴𝐴

1 + 𝑞𝑞2
(𝜖𝜖 + 𝑞𝑞)2

𝜖𝜖2 + 1
 

                                     

(Eq. 5.4) 

with 𝜖𝜖 =  (𝑒𝑒𝑉𝑉 − 𝐸𝐸0) Γ⁄  and where: 

𝐿𝐿(𝑉𝑉,𝐸𝐸𝑖𝑖 , Γ𝑖𝑖 ,𝐴𝐴𝑖𝑖) = 𝐴𝐴𝑖𝑖
Γ𝑖𝑖

(𝑉𝑉 − 𝐸𝐸𝑖𝑖)2 + (Γ𝑖𝑖)2 (Eq. 5.5) 

The first term in the functional form given in Eq. 5.3, Fano(𝑉𝑉,𝐸𝐸0,Γ, 𝑞𝑞,𝐴𝐴), is simply a function 

describing a Fano line shape where the parameters 𝐸𝐸0, Γ, 𝑞𝑞,𝐴𝐴 are free fitting parameters 

corresponding to the position of the ZBP, half width at half maximum (HWHM) of the ZBP, 

line shape parameter, and amplitude of the ZBP, respectively. The second term in Eq. 5.3 is a 

sum of Lorentzian functions, 𝐿𝐿(𝑉𝑉,𝐸𝐸𝑖𝑖 , Γ𝑖𝑖,𝐴𝐴𝑖𝑖), centred at energies 𝐸𝐸𝑖𝑖, with HWHM and 

amplitude, Γ𝑖𝑖 and 𝐴𝐴𝑖𝑖, respectively. This term is used to fit the energy-symmetric, off-Fermi 

satellite peaks observed in the d𝐼𝐼/d𝑉𝑉 STS spectra (grey dashed lines in Figure 5.7b). In this 

case, 𝐸𝐸𝑖𝑖, 𝛤𝛤𝑖𝑖, and 𝐴𝐴𝑖𝑖 are free fitting parameters. The last term, c(A,𝑉𝑉,𝐸𝐸′,𝜎𝜎), is a bias-dependent 

background term and is described towards the end of this subsection.  

For the DCA anthracene extremities we considered the following functional form for 

𝜌𝜌fit(𝑉𝑉,𝑇𝑇): 

𝜌𝜌fit
Lobe(𝑉𝑉,𝑇𝑇) = �𝐿𝐿(𝑉𝑉,𝐸𝐸𝑖𝑖 , Γ𝑖𝑖,𝐴𝐴𝑖𝑖) + c(A,𝑉𝑉,𝐸𝐸′,𝜎𝜎)

𝑖𝑖

 
                                     

(Eq. 5.6) 

where the functional form is nearly identical to that of Eq. 5.3 for the Cu site except for the 

omission of the Fano function. In this case, the ZBP at the DCA anthracene extremity site was 

fitted with a Lorentzian function instead as the peak is sharp and very symmetric. In fact, initial 

attempts of fitting the ZBP with a Fano function yielded 𝑞𝑞 > 106. In such a case using simply 

the Lorentzian function is well justified since the Fano function becomes a Lorentzian function 

in the limit of 𝑞𝑞 → ∞. 

For the d𝐼𝐼/d𝑉𝑉 spectra acquired at the DCA molecular centres, we used the following 

function form for 𝜌𝜌fit(𝑉𝑉,𝑇𝑇): 

𝜌𝜌fit
Centre(𝑉𝑉,𝑇𝑇) = 𝑑𝑑(𝑉𝑉,𝐸𝐸0,𝛩𝛩,𝐴𝐴0,𝐴𝐴0′ ) + �𝐿𝐿(𝑉𝑉,𝐸𝐸𝑖𝑖 , Γ𝑖𝑖,𝐴𝐴𝑖𝑖) + c(A,𝑉𝑉,𝐸𝐸′,𝜎𝜎)

𝑖𝑖

 
                                     

(Eq. 5.7) 

where: 

𝑑𝑑(𝑉𝑉,𝐸𝐸0,𝛩𝛩,𝐴𝐴0,𝐴𝐴0′ ) =  𝐴𝐴0 erf��
𝑉𝑉 − 𝐸𝐸0
𝛩𝛩

� + 1�+ 𝐴𝐴′0 erf�1 − �
𝑉𝑉 + 𝐸𝐸0
𝛩𝛩

�� 
                                     

(Eq. 5.8) 

The first term in Eq. 5.7, 𝑑𝑑(𝑉𝑉,𝐸𝐸0,𝛩𝛩,𝐴𝐴0,𝐴𝐴0′ ), is used to fit the observed symmetric steps about 

zero bias. Here 𝐸𝐸0, 𝛩𝛩, 𝐴𝐴0, and 𝐴𝐴0′  are free fitting parameters corresponding to the steps’ location 
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in energy, a step broadening term, left step amplitude and right step amplitude, respectively 

(see Eq. 5.8). The second term in Eq. 5.7, the sum of Lorentzian functions, is used again to fit 

the energy-symmetric, off-Fermi satellite peaks observed in the d𝐼𝐼/d𝑉𝑉 STS spectra (grey 

dashed lines in Figure 5.7b). 

For all functional forms of 𝜌𝜌fit(𝑉𝑉,𝑇𝑇), the following functional form for the background 

was considered: 

c(A,𝑉𝑉,𝐸𝐸′,𝜎𝜎) =  𝐴𝐴 exp�
𝑉𝑉 − 𝐸𝐸′

𝜎𝜎 � + constant (Eq. 5.9) 

Here, an exponential background, where 𝐴𝐴, 𝐸𝐸′, and 𝜎𝜎 are free fitting parameters, was used to 

model the rise in the d𝐼𝐼/d𝑉𝑉 signal for 𝑉𝑉b > 0.1 V due to the broad feature between 0.15 and 0.5 

V in the d𝐼𝐼/d𝑉𝑉 STS measurements at all high symmetry locations within the DCA3Cu2/Ag(111) 

kagome MOF (see Figure 5.7a). Figure 5.9b-d shows the fits for the data obtained at 4.4 K 

(black curves) as a result from this fitting procedure.  

From this fitting procedure, we were able to extract the widths, Γ, of the ZBPs at the 

Cu sites and the DCA anthracene extremities, as a function of temperature. We discuss their 

temperature dependence, Γ(𝑇𝑇), in the next subsection. We further determined that the energy-

symmetric, off-Fermi satellite peaks, observed at the Cu and DCA anthracene sites, are located 

at energies of ±43.5 and ±75.6 mV. At the DCA molecular centre, these peaks are located at 

±17.3, ±43.5 and ±75.6 mV. Our fitting procedure also yielded additional subtler energy-

symmetric peaks at the DCA molecular centre located at energies of ±56.3 mV and ±85.8 mV. 

We rule out the possibility that these subtler peaks are tip-related artefacts (see Appendix C.2). 

Finally, we also determined that the onset of the step-like feature (at the DCA centre) was found 

to be ±43.5 mV, coinciding with the ±43.5 mV satellite peak in the d𝐼𝐼/d𝑉𝑉 STS spectra (at the 

DCA molecular centre). 

5.4.2 Temperature dependence for ZBPs in dI/dV STS data 

Figure 5.10a shows the HWHM, Γ, as a function of temperature for the ZBP observed in the 

d𝐼𝐼/d𝑉𝑉 STS data at the CuA and DCA anthracene extremity sites. We find that the ZBP feature 

diminishes in magnitude and broaden with increasing temperature, beyond trivial thermal 

broadening (see Appendix C.6). For the CuA and anthracene extremity sites, we fit Γ(𝑇𝑇) with 

the expression: 

Γ(𝑇𝑇) = �2(𝑘𝑘𝐵𝐵𝑇𝑇𝐾𝐾)2 + (𝜋𝜋𝑘𝑘𝐵𝐵𝑇𝑇)2 (Eq. 5.10) 

where 𝑘𝑘𝐵𝐵 is the Boltzmann constant and 𝑇𝑇𝐾𝐾 is a fitting parameter (see dashed lines in Figure 

5.10a). From this, we obtained 𝑇𝑇K = 125 ± 7 K and 139 ± 6 K for CuA and the DCA 
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anthracene extremity, respectively. Here, Eq. 5.10 describes the temperature dependence of Γ 

for the Fermi level resonance observed in the density of states (DOS) in the case of the Kondo 

effect [31, 85, 86], i.e., when a localised magnetic moment is screened by surrounding 

conduction electrons. 𝑇𝑇𝐾𝐾, known as the Kondo temperature, reflects coupling strength between 

the magnetic moment and the conduction electrons (see Figures 5.10b-c). 

 

Figure 5.10: Temperature dependence of ZBP width: evidence of the Kondo effect. (a) Half-width 
at half maximum (HWHM), Γ, of the CuA (red) and DCA anthracene extremity (blue) ZBPs, as a function 
of temperature, 𝑇𝑇, extracted from fitting of d𝐼𝐼/d𝑉𝑉 STS data in Figure 5.9, after removing thermal 
smearing due to d𝐼𝐼/d𝑉𝑉 acquisition. Dashed curves: fitting of Γ(𝑇𝑇) with Eq. 5.10, resulting in 𝑇𝑇𝐾𝐾  = 125 
± 7 K and 139 ± 6 K for CuA and anthracene extremity, respectively. Inset: Constant-current STM image 
of DCA3Cu2 MOF on Ag(111) (𝑉𝑉b = –250 mV, 𝐼𝐼t = 1.5 nA), with locations corresponding to CuA (red) 
and anthracene extremity (blue) sites; scale bar: 2 nm. (b)-(c) Schematic of the Kondo effect on Ag(111). 
Above a critical temperature, 𝑇𝑇𝐾𝐾 , known as the Kondo temperature, the system behaves nominally in that 
the spins of the conduction electrons (of the metal) and the spin of magnetic impurity (on the metal) are 
uncoupled as in (b). Below 𝑇𝑇𝐾𝐾 , the spins of the conduction electrons couple to the spin of the magnetic 
impurity. In this case, the magnetic moment of the impurity is screened by the spins of the underlying 
conduction electrons as in (c).  

Table 5.1 shows a summary of the obtained values for the fit parameters (at 4.4 K) and 

the obtained 𝑇𝑇𝐾𝐾. Here, we include a summary for data obtained at CuB site for a comparison. 

We note that the value for |𝑞𝑞| is greater for CuA than for CuB. |𝑞𝑞| represents the ratio of 

(electron) tunnelling rate from the tip directly into the Kondo impurity (a many-body state 

comprised of a coupled local magnetic moment and conduction electrons) to the tunnelling rate 

from the tip directly into the continuum states of the underlying metal substrate. The lower the 



114 Chapter 5: Strongly Correlated Electrons in 2D DCA3Cu2/Ag(111) Kagome MOF 
 

value of |𝑞𝑞|, the greater the coupling between the Kondo impurity and the substrate and vice 

versa. This means that the CuA atoms are less coupled to the substrate than the CuB atoms which 

is consistent with our earlier remarks regarding the adsorption heights of CuA vs CuB atoms on 

Ag(111): larger adsorption heights mean less coupling with the substrate. This has been 

similarly observed in the case of NTCDA molecules on Ag(111) [294]. 

Location Line Shape Parameter, 
𝒒𝒒 (at 4.4 K) 

ZBP Positions 
(at 4.4 K) 

Kondo Temperature, 
𝑻𝑻𝑲𝑲 

CuA –3 0.9 meV 125 ± 7 K 

CuB –2  2.9 meV 162 ± 16 K 
Anthracene 
extremity ∞ 1.2 meV 139 ± 6 K 

Table 5.1: ZBP fit results for dI/dV STS data for DCA3Cu2/Ag(111) kagome MOF. Obtained values 
for the fit parameters from the temperature-dependent differential conductance measurements at CuA, 
CuB and DCA anthracene extremity sites. 

 We note that the temperature dependence for the ZBP amplitude can be used to 

independently corroborate the obtained Kondo temperature (and therefore the Kondo effect) as 

well as to infer the spin state of the local magnetic moment, e.g., S = ½ vs S = 1 spin state [31]. 

In our measurements, however, establishing such a trend was not feasible as the ZBP 

amplitudes were sensitive to the tip location and condition and the tip-sample height. The ZBP 

widths, however, were insensitive to these conditions (see Appendix C.7). Given the agreement 

between our temperature-dependent d𝐼𝐼/d𝑉𝑉 STS data in Figure 5.10 and Eq. 5.10, we therefore 

attribute our observed ZBP to Kondo screening of unpaired magnetic moments in the MOF by 

the Ag(111) conduction electrons. Our obtained values for 𝑇𝑇𝐾𝐾 > 120 K, are similar to other 𝜋𝜋-

conjugated molecule-on-metal systems [295]. We further rule out that the ZBP is due to an 

intrinsic electronic state of the system, given that, if that were the case, Γ(𝑇𝑇) would be constant. 

Tip-height-dependent d𝐼𝐼/d𝑉𝑉 STS measurements also ruled out possible tip-height-dependent 

effects on the ZBP such as charging effects seen in Chapter 3 (see Appendix C.5). 

5.4.3 Temperature dependence for satellite peaks in dI/dV STS data  
Our fitting procedure from subsection 5.4.1 allowed for the extraction of the HWHM for the 

satellite peaks observed near Fermi. At the DCA molecular centre, we could extract a HWHM 

of ~7 mV at 4.4 K for the satellite peaks at ~±17 mV, ~±43 mV, ~±56 mV, ±73 mV, and ~±86 

mV. Extraction of the HWHM of the satellite peaks at ~±17 mV, ~±56 mV, and ~±86 mV was 

only possible up to ~40 K whereas the extraction of the HWHM of the satellite peaks at ~±43 

mV and ±73 mV was possible up to ~80 K. The temperature dependence for the values of the 

HWHM for these satellite peaks could not be reliably established due to the large uncertainty 

in HWHM of these peaks, i.e., the value of the HWHM of these depends sensitively on the 

initial guesses for all the fitting parameters required for our fitting algorithm. 
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Similarly, we could extract the HWHM for the satellite peaks in the d𝐼𝐼/d𝑉𝑉 

measurements at the CuA and DCA anthracene extremity sites. Unlike the case at the DCA 

molecular center, we could only reliably extract the HWHM for the satellite peaks at ~±43 mV 

and ±73 mV at 4.4 K. The HWHM values that we obtained for these peaks ~15 mV which is 

approximately twice the value we obtained at the DCA molecular center. This could be because 

our fitting procedure could not distinguish one broad peak (e.g., a peak at 43 mV) and two 

narrower peaks that are close in energy (e.g., the satellite peaks at 43 mV and 56 mV) leading 

to an extraction of a HWHM value not representative of the observed satellite peaks at ~±43 

mV and ±73 mV in our data. These ambiguities, however, do not affect our extracted HWHM 

value for the ZBP in d𝐼𝐼/d𝑉𝑉 data. 

5.4.4 DCA vibrational modes  
In the following, I will focus on the energy-symmetric, off-Fermi features observed in the 

d𝐼𝐼/d𝑉𝑉 STS curves in Figure 5.7 and Figure 5.9. DFT calculations were performed by Mr. 

Bernard Field to determine the vibrational modes for a single Cu2DCA complex in the gas phase 

(see Appendix C.1.2 for details on DFT calculations). The DFT calculations yielded many 

vibrational modes with energies below 100 meV. Of these vibrational modes, only some have 

the right symmetry to be excited by tunnelling electrons during the tunnelling process. To 

determine which, the displacement of all the atoms in a negatively charged [Cu2DCA]-1 

complex relative to the atoms’ positions in a neutral Cu2DCA complex were calculated (by Mr. 

Bernard Field): the vibrational modes were calculated as eigenvalues of a Hessian matrix, with 

the eigenvectors being the displacement vectors times the square root of the atomic masses for 

each atom. Here, the overlap is defined as being the dot product between these eigenvectors 

and the displacement vector from charging times the square root of the atomic masses, with a 

suitable normalization.  

Figure 5.11 shows all the vibrational modes (with energies less than 100 meV) that 

have a non-zero overlap with the charging mode. These four modes, with energies 17.3, 43.1, 

58.4 and 83.4 mV in Figure 5.11, line up well with the observed satellite peaks at ±17.3 mV, 

±43.5 mV, ±56.3 mV, ±85.8 mV. We note, however, that this method does not explain the 

satellite peak observed at ±75.6 mV. The calculations described above were performed on a 

molecular complex in the gas-phase whereas the same molecular complex may undergo some 

conformational changes upon adsorption on Ag(111). This means there may be a non-zero 

overlap between the atoms’ displacement vectors from charging when on Ag(111) and the 

atoms’ displacement vectors from out-of-plane vibrational modes which were necessarily zero 

when considering the molecular complex in the gas phase. In this case, we note that DFT 

calculations do reveal an out-of-plane vibrational mode for a single a single Cu2DCA complex 

in the gas phase at an energy of 72.4 meV, which is in close agreement with the observed 
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satellite peak in our d𝐼𝐼/d𝑉𝑉 STS data at ±75.6 mV. We therefore conclude that the energy-

symmetric, off-Fermi peaks are due to an inelastic excitation of the DCA (within the DCA3Cu2 

kagome MOF) molecular vibrational modes. 

 
Figure 5.11: DFT-calculated vibrational modes of a single Cu2DCA molecular complex in the gas 
phase. The length of the red arrows represents the magnitude and direction of the atoms’ displacements. 
These vibrational modes have the right symmetry to be excited by a tunnelling electron and matches 
most of the experimentally observed peaks near Fermi in the d𝐼𝐼/d𝑉𝑉 STS data at the DCA molecular 
center. These results are courtesy of Mr. Bernard Field. 

Typically, these inelastically excited vibrational modes appear as symmetric steps near 

Fermi in the d𝐼𝐼/d𝑉𝑉 STS data. However, coupling between local magnetic moments and 

molecular vibrations can lead to the appearance of a split Kondo resonance (peaks) precisely at 

the energies of these vibrational modes. This phenomenon is known as phonon-assisted Kondo 

tunnelling [31, 175]. The coexistence of peaks and steps located symmetrically about zero bias 

at ~±43 mV implies that the phonon-assisted Kondo tunnelling rates and inelastic phonon-

excitation tunnelling rates for electrons at these energies are comparable. 

Interestingly, the observed step at ~±43 mV should be observable in other DCA3Cu2 

kagome systems such as DCA3Cu2 kagome system on Cu(111) [53] and on graphene/Ir(111) 

[69]. In both these systems, such features in near-Fermi were not observed. In the case of 

DCA3Cu2/Cu(111), we speculate the these steps could not be observed due to strong 

hybridisation between the kagome system and the Cu(111) substrate. This is, however, unlikely 

in the case of graphene/Ir(111), where the adsorbate-substrate interaction is arguably weaker 

than in the case of DCA3Cu2 on Ag(111). We speculate that the increased density of states at 

Fermi (i.e., the Kondo resonance) enhances the features due to inelastic tunnelling (i.e., steps) 

[296], i.e., there are more electrons available near Fermi that can tunnel inelastically and excite 

these vibrational modes. No such Kondo resonance was observed for DCA3Cu2 on 

graphene/Ir(111), possibly due to the small density of states near the substrate’s Dirac point, in 

comparison the Ag(111) substrate. The reduced density of states near Fermi, from both the lack 

of the Kondo resonance and from being near the substrate’s Dirac point, can arguably lead to 
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the suppression of any inelastic tunnelling features (i.e., steps) in the d𝐼𝐼/d𝑉𝑉 STS data for 

DCA3Cu2 on graphene/Ir(111) [compared to the case of DCA3Cu2/Ag(111)]. 

5.5 Origin of Local Magnetic Moments within DCA3Cu2/Ag(111) 

5.5.1 DFT+U calculations for DCA3Cu2/Ag(111) kagome MOF 

In the previous section, we showed that the ZBPs observed in the d𝐼𝐼/d𝑉𝑉 STS data for the 

DCA3Cu2 kagome system on Ag(111) is a manifestation of the Kondo effect. This requires that 

there be localised magnetic moments within the MOF (precisely where a ZBP is present). To 

rationalise the Ag(111)-supported MOF electronic structure and possible emergence of 

localised magnetic moments, I present here spin-polarised DFT calculations, courtesy of Mr. 

Bernard Field (see Appendix C.1.2 for details on theoretical methods). 

 
Figure 5.12: DFT-calculated band structures for DCA3Cu2 kagome on Ag(111) and free-standing. 
(a) DFT+U (𝑈𝑈 = 0 eV) calculated band structure for DCA3Cu2/Ag(111) (left) with a calculated charge 
transfer ~0.3e– from MOF to Ag(111) and projected density of states (right). Red circles are projection 
onto the DCA3Cu2 orbitals. Partial PDOS curves labelled by inset legend. High-symmetry points (left x-
axis) shown on Brillouin zone inset (right). The kagome bands have predominantly molecular (DCA 
LUMO) character with little Cu 3d contribution consistent with the partial hybridisation between the 
DCA LUMO and the Cu 3d orbitals (i.e., DCA-Cu metal-ligand coordination). (b) DFT+U (𝑈𝑈 = 0 eV) 
calculated band structure for free-standing DCA3Cu2 (left) with a charge depletion of 0.25 electrons per 
UC to match DCA3Cu2/Ag(111) charge transfer and projected density of states (right). Here, we see the 
Dirac and flat bands arising from the geometry of the structure. These calculations are courtesy of Mr. 
Bernard Field. 

Figures 5.12a,b show the DFT-calculated band structure for the DCA3Cu2 MOF on 

Ag(111) and in the gas phase (i.e., free-standing), respectively, with the corrections for the on-

site Coulomb interactions for d electrons excluded, i.e., with Hubbard U = 0 eV for Cu atoms 

within the MOF. For the DCA3Cu2 MOF on Ag(111), we find that there is significant distortion 

of the intrinsic flat and Dirac bands compared to the isolated (free-standing) DCA3Cu2 MOF. 

We further calculated for the  DCA3Cu2/Ag(111) MOF, a transfer of ~0.33 electrons per 

primitive unit cell from the MOF to Ag(111) (see Appendix C.1.2 and C.9 for details on MOF-

substrate charge transfer calculations), consistent with recent observations of the same MOF on 
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graphene [69]. Projection of the DCA3Cu2/Ag(111) states onto the DCA3Cu2 MOF orbitals (red 

circles; see Figure 5.12a) shows their significant contribution to the near-Fermi band structure. 

This is predominantly from the kagome-arranged DCA LUMOs with a slight contribution from 

the honeycomb Cu 3d character [63] (populated by electron transfer from Cu 4s states) as seen 

in the projected density of states (PDOS) plots in Figure 5.12a. The bandwidth of these states 

is ~300 meV, similar to the freestanding MOF [63] (see also Figure 5.12b). These calculations 

with U = 0 eV yield a local magnetic moment per DCA molecule of �〈𝑚𝑚2〉 ≈ 0.027 𝜇𝜇B, per 

DCA molecule (see Appendix C.1.2 and C.10.1 for further details). This calculated magnitude 

for local magnetic moment per DCA molecule is negligible and do not explain the presence of 

magnetic moments in the DCA3Cu2/Ag(111) MOF system as evidenced by manifestation of the 

Kondo effect for this system. 

Recent theoretical work has shown significant electron-electron Coulomb interactions 

on the order of ~3 eV in the DCA3Cu2 system, several times larger than the kagome 

bandwidth—even at fillings where the Fermi level is far below the flat band [64]. These strong 

electron-electron interactions are facilitated by description of the DCA3Cu2 (low-energy) 

kagome bands using a basis of highly localised Wannier orbitals (built primarily from the DCA 

molecule LUMO). Further, typically in 3D solids, the polarizability of surrounding charges 

helps screen Coulomb interactions between electrons. Here, the reduced dimensionality of the 

DCA3Cu2 system (2D vs 3D) reduces this effect since screening is now confined to the in-plane 

direction. The reduced screening means an enhanced Coulomb interaction between electrons 

within the DCA3Cu2 kagome MOF [64].  

We therefore explored the effect of electron correlations within the DCA3Cu2/Ag(111) 

kagome by including a Hubbard U term, within the DFT formalism (courtesy of Mr. Bernard 

Field), to account for corrections to the electron-electron interactions for electrons in the Cu 3d 

states. Here, we use U as a means of introducing electron correlations in our system (see 

Appendix C.1.2 for further details on DFT+U). Figure 5.13a shows the calculated average local 

magnetic moment per DCA molecule as a function of U for the DCA3Cu2 MOF on Ag(111) 

(blue curve) and in the free-standing case (with a charge depletion of 0.25 electrons; red curve). 

The calculated average local magnetic moment per DCA molecule in DCA3Cu2/Ag(111) MOF 

was found to monotonically increase as a function of U, reaching �〈𝑚𝑚2〉 ≈ 0.2 𝜇𝜇B for 𝑈𝑈 = 5 

eV (blue curve), in a close agreement with calculations on free-standing DCA3Cu2 MOF (red 

curve). Figure 5.13b shows the DFT-calculated ground state spin density of DCA3Cu2 MOF 

on Ag(111) for the case U = 3 eV. Here, we see that the spatial distribution of these magnetic 

moments closely resembles that of the DCA LUMO (see Chapter 3), with some weight on the 

Cu atoms due to population of the LUMO by the Cu 4s electrons and hybridisation between the 
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respective LUMO and the Cu 3d orbitals (i.e., DCA-Cu metal-ligand coordination). We 

interpret this as interactions between MOF electrons resulting in the emergence of local 

magnetic moments, with some degree of inter-spin coupling (see opposite nearest neighbour 

spin in Figure 5.13b). Figures 5.13c,d show a simulated STM image (courtesy of Mr. Bernard 

Field; see Appendix C.1.4 for details on STM simulation) based on near-Fermi occupied states 

given by these DFT+U calculations and an experimental STM image of the DCA3Cu2/Ag(111) 

MOF, respectively. The close resemblance between these (simulated and experimental) STM 

images reinforces that the DFT+U (with U > 0) calculations capture the fundamental electronic 

properties of the Ag(111)-supported DCA3Cu2 kagome MOF. 

 
Figure 5.13: DFT+U calculated magnetic moment and spin density for DCA3Cu2/Ag(111) MOF. 
(a) Local magnetic moment per DCA molecule calculated via DFT+U for different values of 𝑈𝑈, in a 
single unit cell for the DCA3Cu2 kagome MOF on Ag(111) (blue) and free-standing DCA3Cu2 kagome 
MOF (with a charge depletion of 0.25 electrons; red). Here, we see the local magnetic moment per DCA 
grows monotonically with 𝑈𝑈 and is near identical for the on-surface (blue) and free-standing (red) MOF 
case. (b) Ground state spin density of DCA3Cu2 on Ag(111) for the case of 𝑈𝑈 = 3 eV. The top and side 
profile views are shown in the top and bottom panels, respectively (isosurface = 2×10–4 µB/Å3). Note 
magnetic moment orientations (yellow: up; blue: down) indicating frustrated antiferromagnetic coupling. 
(c) Simulated STM image of DCA3Cu2/Ag(111) (𝑈𝑈 = 3 eV; 𝑉𝑉b = –100 mV; scale bar: 2 nm) near Fermi 
(see Appendix C.1.4 for details on STM simulation). (d) Experimental STM image of DCA3Cu2/Ag(111) 
taken with CO-functionalised tip (𝑉𝑉b = –20 mV, 𝐼𝐼t = 25 pA; scale bar: 2nm). Theoretical results here are 
courtesy of Mr. Bernard Field. 

Finally, we note that there is no evidence of the Kondo effect for the DCA3Cu2 kagome 

MOF on Cu(111) [53]. DFT+U calculations the MOF on Cu(111) (performed by Mr. Bernard 

Field) show ~0 𝜇𝜇B per DCA molecule and a higher MOF-to-substrate charge transfer (compared 

to the MOF on Ag(111) for all U ≤ 5 eV (see Appendix C.10.1 for DFT+U results on 

DCA3Cu2.Cu(111)). This absence of local magnetic moments is consistent with the 

experimentally non-existent Kondo effect for the MOF on Cu(111). Interestingly, for a similar 

electron filling as in DCA3Cu2/Cu(111) MOF, DFT+U calculations for the free-standing MOF 

show > 0.2 𝜇𝜇B per DCA molecule. We argue that the strong MOF-substrate interactions such 

as hybridisation between the DCA3Cu2 MOF and the underlying Cu(111) states quenches the 
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emergence of local magnetic moments. This is consistent with the findings of Chapter 3 where 

we found weak DCA-Ag(111) interactions and with a general trend that Cu(111) substrate is 

more reactive than the Ag(111) substrate [264, 265]. 

5.5.2 Mean-field Hubbard model calculations for the DCA3Cu2 kagome MOF 
To interpret and extend our DFT+U results, we further modelled the freestanding DCA3Cu2 

kagome MOF with a mean-field Hubbard (MFH) model (courtesy of Mr. Bernard Field). 

Within this model, the Hamiltonian of the system consists of a nearest-neighbour tight-binding 

(TB) term (with a hopping rate, 𝑡𝑡, between adjacent kagome sites) and a Hubbard interaction 

term, 𝑈𝑈MFH, accounting for an on-site Coulomb repulsion (see Appendix C.1.3 for details on 

MFH modelling). Here, the strength of electron-electron interactions in the 2D kagome model 

system is directly represented by the magnitude of 𝑈𝑈MFH. By fitting the kagome band structure 

given by the non-interacting (𝑈𝑈MFH = 0) MFH tight-binding model with that given by DFT 

calculations (𝑈𝑈 = 0) for the freestanding DCA3Cu2, a hopping rate of 𝑡𝑡 ≈ 53.5 meV was 

determined (see Appendix C.10.2 for further details). To be consistent with the DFT+U 

DCA3Cu2 MOF on Ag(111), for the following we considered an electron filling of ~0.29 for 

the 2D kagome system within the MFH model. 

We find that when 𝑈𝑈MFH > ~6.5𝑡𝑡 ≈ 350 meV, MFH modelling shows the emergence of 

magnetic moments at the kagome sites. In particular, we find that the emerging kagome spin 

density in a single unit cell with 𝑈𝑈MFH = 6.6𝑡𝑡 ≈ 353 meV and 𝑈𝑈MFH = 6.9𝑡𝑡 ≈ 370 meV matches 

closely with the DFT+U-calculated DCA3Cu2/Ag(111) spin density for U = 3 and 5 eV, 

respectively (see Appendix C.10.2 for further details). Within the MFH model, we further 

considered a larger supercell for the kagome system. In this case, we find a qualitative 

agreement between the results of the single unit cell and larger supercell calculations (see 

Appendix C.10.2). However, with the larger supercell, we find a general enhancement in the 

local magnetic moment per DCA molecule as a function of 𝑈𝑈MFH. This enhancement is because 

a single unit cell for the kagome system is very constrained in terms of what magnetic 

configuration can arise whereas a larger kagome supercell has a greater degree of freedom to 

express magnetic order/disorder. Figure 5.14a shows the local magnetic moment per DCA 

molecule as calculated by DFT+U (with U = 0, 3 and 5 eV; blue curve) for the DCA3Cu2 MOF 

on Ag(111) and MFH modelling for a kagome supercell (with 𝑈𝑈MFH = 6.6𝑡𝑡 and 6.9𝑡𝑡; red curve). 

Here, MFH modelling for 𝑈𝑈MFH = 6.6𝑡𝑡 and 6.9𝑡𝑡 (corresponding to U = 3 and 5 eV within the 

DFT+U framework) show a larger magnetic moment per DCA molecule compared to that 

calculated by DFT+U. For reference, the ground state spin density for the DCA3Cu2 kagome 

lattice as calculated by MFH modelling with 𝑈𝑈MFH = 6.6𝑡𝑡 is shown in Figure 5.14b. MFH 

modelling further enabled us to determine the effect of lattice disorder on the magnetic 
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properties of the 2D kagome system. Our results (courtesy of Mr. Bernard Field) showed that 

the disorder of the lattice does not significantly affect the spin density within the kagome system 

(see Appendix C.11). 

 
Figure 5.14: Local magnetic moment and spin density for DCA3Cu2 calculated via MFH modelling. 
(a) Local magnetic moment per DCA molecule calculated via DFT+U (blue) for different values of 𝑈𝑈, 
in a single unit cell for DCA3Cu2 MOF on Ag(111). Local magnetic moment per DCA as calculated by 
mean-field Hubbard (MFH) modelling (red) for a larger supercell, using values of 𝑈𝑈MFH = 6.6𝑡𝑡 and 6.9𝑡𝑡 
(and electron filling of ~0.28) that matches closely with DFT+U results for 𝑈𝑈 = 3 and 5 eV, respectively 
(see Appendix C.1 and C.10.2) (b) Ground state spin density for the 2D kagome lattice as calculated by 
MFH modelling with 𝑈𝑈MFH = 6.6𝑡𝑡 (electron filling ~0.28). Here, the calculated spin density closely 
matches the spin density calculated by DFT+𝑈𝑈 for DCA3Cu2/Ag(111) with 𝑈𝑈 = 3 eV (see Appendix C.1 
and C.10.2). Each dot corresponds to a single site in the kagome lattice, i.e., a single DCA molecule. 
Note that the calculated spin density in (b) gives a snapshot of the system at a particular time. These 
results are courtesy of Mr. Bernard Field. 

Our experiments, evidenced by the existence and temperature-dependence of ZBPs in 

our d𝐼𝐼/d𝑉𝑉 STS measurements (see sections 5.3 and 5.4), unequivocally show the manifestation 

of the Kondo effect in the DCA3Cu2/Ag(111) kagome MOF. The spatial distribution of the 

ZBP, following the spatial extent of the DCA LUMO (see Figure 5.7c), is consistent with the 

electronic structure of the DCA3Cu2 MOF (see Figure 5.13b), where the Cu 4s electrons 

populate the DCA LUMO upon coordination [63, 64]. This is a clear signature of the Cu-DCA 

metal-ligand bonding and that the ZBP spatial distribution is a direct reflection of the spatial 

distribution of the MOF valence band states. Therefore, the manifestation of the Kondo effect 

and the ZBP spatial distribution provide compelling evidence for the existence of localised 

magnetic moments within the DCA3Cu2 MOF and associated with the MOF valence band states 

(i.e., with predominantly DCA LUMO character, but also a small contribution of Cu 3d states). 
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Our DFT+U and MFH model calculations rationalises the emergence of these localised 

magnetic moments as a direct result of strong electron-electron interactions within the MOF, 

with energies at least on the order of the bandwidth of the MOF-related valence band (𝑈𝑈MFH >

6.5𝑡𝑡 ≈ 350 meV; bandwidth ≈ 300 meV). The enhanced electron-electron interactions even at 

energies well below the flat kagome band as in free-standing DCA3Cu2 where the Fermi level 

lies below the Dirac point (i.e., with an electron filling of ~0.29, similar to that of DCA3Cu2 on 

Ag(111); see Figure 5.12) is facilitated by: (i) the highly localised orbitals, built primarily from 

the DCA LUMO, describing the low-energy (i.e., near the Dirac point) DCA3Cu2 kagome 

bands; and (ii) the reduced Coulomb screening environment from surrounding electrons within 

the MOF due to the low-dimensionality of the system (2D vs 3D) [64]. We note that while our 

DFT+U and MFH model calculations above show local magnetic moments (e.g., ~0.2 𝜇𝜇B per 

DCA with 𝑈𝑈MFH = 6.6𝑡𝑡; Figure 5.14a) that are less than integral values typical for the Kondo 

effect (e.g., ~1 𝜇𝜇B for a S = ½ system), Kondo screening has been demonstrated for fractional 

magnetic moments of similar magnitude, experimentally [297] and theoretically [298]. 

Therefore, we conclude that the strong electron-electron interactions within the DCA3Cu2 

kagome MOF leads to the emergence of local magnetic moments within the MOF (see Figures 

5.15a,b). On an Ag(111) substrate, these localised spins within the MOF interact with the 

conduction electrons of the underlying surface and end up, ultimately, being screened by them 

(below a critical temperature, 𝑇𝑇K) as in the Kondo effect (see Figure 5.15c). This represents the 

first time that strong electron-electron interactions in a 2D metal-organic system with a kagome 

geometry, where these interactions significantly affect the electronic properties of the latter 

(e.g., the emergence of spin polarization), has been observed experimentally. 

 
Figure 5.15: Schematic summarising the emergence of local magnetic moments as a result of 
electron-electron interactions and their subsequent Kondo screening in DCA3Cu2/Ag(111). (a) 
Free-standing DCA3Cu2 structure with no (weak) electron-electron interactions showing negligible spin 
behaviour (magenta arrows) at the kagome sites. (b) free-standing DCA3Cu2 structure with strong 
electron-electron interactions showing presence of ordered magnetic moments (red and green arrows) at 
the kagome sites. (c) Ag(111)-supported DCA3Cu2 kagome structure with the local magnetic moments 
at the kagome site screened by the Ag(111) conduction electrons, i.e., Kondo screening. The bottom 
panels in (a)-(c) show the corresponding side views for the DCA3Cu2 structure. 
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5.6 Estimation of Interaction Energies for DCA3Cu2/Ag(111) MOF 
In this section, we present estimations for relevant interactions energies for DCA3Cu2/Ag(111) 

MOF: (i) the Kondo exchange interaction energy; and (ii) interspin exchange interaction 

energy. 

5.6.1 Kondo exchange interaction energy 

From our measurements of the Kondo effect (see subsection 5.4.2), we found 𝑇𝑇𝐾𝐾 ~ 120 K. With 

this, we can estimate the Kondo exchange interaction energy, 𝐽𝐽K, that gives a measure of the 

coupling between the local magnetic moments in our DCA3Cu2 kagome structure and the 

conduction electrons in the underlying Ag(111) substrate. Our DFT+U and MFH model results 

for the DCA3Cu2/Ag(111) MOF show a calculated local magnetic moment per DCA molecule 

(~ 0.25 𝜇𝜇B) and charge per DCA (~0.6𝑒𝑒−) that places the DCA spin state closer to a S = ½ spin 

state (1 𝜇𝜇B) than to a S =1 spin state (2 𝜇𝜇B). Therefore, assuming a S = ½ spin state for the local 

magnetic moments within the DCA3Cu2/Ag(111) MOF, we can estimate 𝐽𝐽K from the following 

relation [299]: 

𝑘𝑘𝐵𝐵𝑇𝑇𝐾𝐾 = 𝐷𝐷�2𝜌𝜌𝐽𝐽K𝑒𝑒−1/𝜌𝜌𝐽𝐽K (Eq. 5.11) 

where 𝜌𝜌 and 𝐷𝐷 are the Ag(111) density of state and bandwidth, respectively. Taking 𝐷𝐷 ~ 5.5 

eV [84] and assuming 𝜌𝜌 = 2/𝐷𝐷 [300, 301], we obtain 𝐽𝐽K ~ 250 meV. This is comparable to the 

value reported for a similar type of scanned probe measurement of the Kondo effect on a single 

atom impurity system [302]. 

5.6.2 Interspin exchange interaction energy 

From the previous subsection, we can assume a S = ½ spin state for the local magnetic moments 

at the DCA sites within the DCA3Cu2/Ag(111) MOF. Naively, it is possible for these local 

magnetic moments to interact with each other via direct exchange interactions. For simplicity, 

we consider this interaction between the local magnetic moments at adjacent DCA sites, i.e., 

we consider the interactions between two S = ½ spins. This interaction leads to a formation of 

a singlet (S = 0) and a triplet (S = 1) state with an energy splitting between the two that we 

associate with 𝐽𝐽ex. Previous works have shown that spin excitations (e.g., triplet-singlet 

transitions) for two coupled S = ½ states can be induced by tunnelling electrons [31, 176]. 

Signatures of these spin excitations show up as energy-symmetric and off-Fermi, step-like or 

peak features in d𝐼𝐼/d𝑉𝑉 STS curves (see subsection 2.3.2) at energies corresponding to their 

excitation energies (e.g., triplet-singlet splitting energy, 𝐽𝐽ex) [31, 176]. Here, we estimate 𝐽𝐽ex 

via our MFH modelling. We considered parameters of our MFH model corresponding to our 

DFT+U results on DCA3Cu2/Ag(111) with U = 3 and 5 eV (i.e., 𝑈𝑈MFH = 6.6t and 6.9t, 

respectively and with an electron filling of 0.29). We then determined the energy difference 
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between the ground state configuration (with these parameters) and the next excited 

paramagnetic/non-magnetic configuration. Normalising this energy difference by the number 

of DCA molecules provides an estimate for 𝐽𝐽ex (see Appendix C.12 for details). We find that 

for 𝑈𝑈MFH = 6.6t (corresponding to DFT+U result with U = 3 eV), we obtain 𝐽𝐽ex = –0.00825t = 

–0.44 meV. For 𝑈𝑈MFH = 6.9t (corresponding to DFT+U result with U = 5 eV), we get 𝐽𝐽ex = –

0.01361t = –0.73 meV. Here, because our estimate for 𝐽𝐽ex do not correspond to the energies of 

the step-like (at ~±43 mV) or peak features (~±17 mV, ~±43 mV, ~±56 mV, ±73 mV, and ~±86 

mV) in our d𝐼𝐼/d𝑉𝑉 STS data for the DCA3Cu2/Ag(111) MOF (see sections 5.3 and 5.4), we 

further rule out the possibility that these features are an indication of spin excitations. 

It is possible for two S = ½ spins to couple/interact via surrounding conduction 

electrons. In the case of DCA3Cu2/Ag(111), the local magnetic moments at two adjacent DCA 

sites can couple via the underlying Ag(111) conduction electrons. This substrate-mediated or 

indirect interspin interaction, known as Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction 

[303], however, competes with Kondo screening of the local magnetic moments by the (same) 

underlying conduction electrons. Depending on the sign of the RKKY exchange interaction 

term, 𝐽𝐽RKKY, and the distance between the local magnetic moments, RKKY interactions can 

result in the narrowing or broadening of the measured ZBP widths, Γ, associated with the Kondo 

effect [304]. RKKY interactions between localised magnetic moments can also lead to a 

complete quenching of the Kondo effect in the case where |𝐽𝐽RKKY| ≫ ΓK, with ΓK being the 

measure of the coupling between the local magnetic moment and the underlying conduction 

electrons [305, 306]. Here, we make an estimation of the magnitude of RKKY spin-spin 

interactions within the 2D DCA3Cu2 kagome MOF mediated by the underlying Ag(111) 

substrate electrons. The RKKY exchange term oscillates with interspin distance, 𝑅𝑅 [307]: 

𝐽𝐽𝑅𝑅𝐾𝐾𝐾𝐾𝑅𝑅(𝑅𝑅) =
16𝐽𝐽𝑒𝑒𝑒𝑒𝑒𝑒2 𝑚𝑚𝑒𝑒𝑘𝑘𝐹𝐹4

(2π)3ℏ2 �
𝑐𝑐𝑐𝑐𝑠𝑠(2𝑘𝑘𝐹𝐹𝑅𝑅)

(2𝑘𝑘𝐹𝐹𝑅𝑅)3 −
𝑠𝑠𝑖𝑖𝜋𝜋(2𝑘𝑘𝐹𝐹𝑅𝑅)

(2𝑘𝑘𝐹𝐹𝑅𝑅)4 � (Eq. 5.12) 

where 𝑘𝑘𝐹𝐹 is the Ag Fermi wave vector and 𝐽𝐽𝑒𝑒𝑒𝑒𝑒𝑒 is a coefficient as developed from the Anderson 

impurity model [308]: 

𝐽𝐽𝑒𝑒𝑒𝑒𝑒𝑒 = −
Δ

π𝑁𝑁(ϵ0)
𝑈𝑈

|ϵ0|(𝑈𝑈 − |ϵ0|) (Eq. 5.13) 

Here, 𝑁𝑁(𝜖𝜖) is the Ag density of states, U the Hubbard energy, Δ the FWHM of the occupied 

impurity state, and 𝜖𝜖0 its energetic position below the Fermi level. Our STS measurements did 

not clearly identify a semi-occupied state below Fermi. We, however, took U to be ~1 eV 

(motivated by our DFT+U calculations as well as by previous studies [64]; a larger value of U 

yields a lower value of 𝐽𝐽𝑒𝑒𝑒𝑒𝑒𝑒). We assumed 𝜖𝜖0 = 70 meV as a conservative estimation in line 
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with previous similar experimental works [175, 297], and Δ = 100 meV based on measurements 

of the DCA LUMO on Ag(111) (see Appendix A.5). Here, we considered only the bulk Ag 

Fermi wavevector [84] and not the Ag(111) surface state Fermi wavevector. This is because 

our measurements showed that the Ag(111) surface state in our system is completed 

unpopulated due to confinement by the DCA-Cu kagome structure (see section 5.3). This means 

that the Ag bulk electrons are the only free conduction electrons that can mediate both the 

Kondo and RKKY interactions. Under these assumptions, the largest value we found for 𝐽𝐽𝑅𝑅𝐾𝐾𝐾𝐾𝑅𝑅, 

with an interspin distance 𝑅𝑅 ~ 0.6 nm (i.e., separation between DCA anthracene extremity sites), 

was ~9 meV. This is an order of magnitude smaller than the estimated Kondo exchange 

interaction energy, 𝐽𝐽K (see above), and significantly smaller than the energy positions of the 

off-Fermi satellite peaks and step features observed in the near-Fermi dI/dV spectra at the DCA 

molecular centre (that we associate with molecular vibrational modes; see Figure 5.7b and see 

subsection 5.4.4). With this, we therefore conclude that RKKY interactions does not play a 

significant role in the physics of our system. 

5.7 Summary 
In this chapter, I demonstrated the on-surface synthesis of a 2D MOF consisting of DCA 

molecules coordinating with Cu atoms on Ag(111). The DCA molecules within this MOF are 

arranged according to a kagome structure. We found that the 2D DCA3Cu2 kagome MOF on 

Ag(111) to be partially disordered, i.e., structurally glassy, due to incommensurability with the 

underlying metallic substrate. This is consistent with the findings presented in previous chapters 

where the DCA molecule interacts weakly with the underlying Ag(111) surface. 

 STS measurements revealed a peak positioned at the Fermi level in our d𝐼𝐼/d𝑉𝑉 signal 

when acquired at the Cu and DCA anthracene extremity sites. The spatial distribution of the 

experimentally observed ZBP were found to follow the kagome-arranged DCA LUMOs and 

honeycomb Cu atoms, consistent with the partial population of the DCA LUMOs by the Cu 4s 

electrons upon metal-ligand coordination (between the DCA molecules and the Cu atoms), and 

slight overlap with the Cu 3d orbitals. Temperature-dependent STS measurements exclude the 

possibility that the ZBPs are indications of an intrinsic kagome state. Simultaneously, 

temperature-dependent STS measurements show conclusively that the ZBPs are a manifestation 

of the Kondo effect caused by screening of local magnetic moments within the 2D MOF by the 

underlying conduction electrons. 

 The observation of the Kondo effect in the DCA3Cu2/Ag(111) system provides 

compelling evidence of magnetic moments localised, therefore, at the kagome sites. 

Complementary density functional theory and mean-field Hubbard modelling calculations 

rationalise the emergence of these local magnetic moments as a direct result of enhanced 
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interactions between the kagome MOF electrons. The findings presented in this chapter 

represents the first observation of strongly correlated many-electron phenomena in an organic 

kagome system, an important step towards tuneable electron correlations in self-assembled 2D 

organic materials. Subsequently this enables the design and synthesis of functional 2D 

molecular devices with exotic electronic (e.g., Mott insulators [282, 309]) and magnetic (e.g., 

quantum spin liquids [310, 311]) phases that are driven by these strong electron-electron 

interactions. Furthermore, here, the intrinsic geometry (2D kagome structure) and material 

composition (organic molecules) provides a path toward strongly electrons correlations within 

2D materials, beyond that of twisted 2D materials (where resulting flat bands and strong 

electron correlations are extremely sensitive to the twist angle [312]) and beyond that of heavy 

fermion materials (where strong Coulomb interactions arise because of highly localised 𝑓𝑓 

electrons [313]).
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Chapter 6  

Self-Assembled DCA Monolayers on 

hBN/Cu(111) 
 

6.1 Overview 
In the preceding chapters, we looked at 2D organic nanostructures on a metallic Ag(111) 

surface. Protocols of on-surface synthesis of organic nanostructures via self-assembly are well-

established on metallic substrates. However, metallic substrates as supports for these organic 

nanostructures can introduce additional effects that must be taken into consideration. These 

effects can include hybridisation between molecular (adsorbate) and metallic (substrate) states 

[314, 315], significant charge-transfer between the molecule and the metal [316, 317], 

screening effects (e.g. metal-molecule screening as in Chapter 3 or Kondo screening in Chapter 

5) or the formation of interface states at the molecule-metal interface (such as in Chapter 4). 

Insulating substrates may prove to be a viable alternative as a support for low-dimensional 

organic nanostructures. For insulating substrates, the above-mentioned effects can be largely 

mitigated due to the absence of electronic states within a few eVs of the Fermi level (i.e., a 

large band gap). Interestingly, the absence of screening by underlying conduction electrons can 

potentially lead to even stronger electron-electron interactions within the 2D DCA3Cu2 kagome 

MOF presented in Chapter 5. Furthermore, insulating substrates represent an important class of 

technologically relevant substrates where, for example, insulating substrates can prove to be 

useful as dielectrics in the implementation of gate-able devices, e.g., organic field-effect 

transistors [122, 318, 319]. Therefore, translating the synthesis protocols for 2D organic 

nanostructures onto these substrates represents an important step towards realising these 

organic nanostructures for next-generation electronics. 

 Although insulating substrates are useful supports, protocols of self-assembly of 

organic nanostructures, in particular, of metal-organic frameworks, on these substrates are 

limited [55, 89–95] and warrants further research. In this chapter, I present results on self-

assembled molecular submonolayers comprised of DCA molecules on an ultrathin layer of 

insulating hBN grown on Cu(111). The ultrathin monolayer of hBN still allows for the 

conduction of tunnelling electrons between the STM tip and the underlying Cu(111) metallic 

substrate, thus enabling characterisation of organic nanostructures on hBN/Cu(111) via STM 

and STS (while retaining near-zero density of states within a few eV of the Fermi level; see 
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subsection 2.1.3 for further details). The results presented in Chapter 3 allow for a direct 

comparison between the electronic properties of DCA molecules on a metallic substrate with 

those on an insulating substrate, as discussed in this chapter. In particular, hBN on Cu(111) is 

known to have a spatially-modulated surface work function [130]. In this chapter, I look at its 

effect on the electronic properties of the DCA molecules. All experimental measurements 

presented in this chapter were performed at 4.4 K unless otherwise stated. 

6.2 STM Characterisation of DCA/hBN/Cu(111) 
Figure 6.1a shows a constant-current STM image of a hBN/Cu(111) surface after a deposition 

of DCA molecules, by thermal evaporation, onto the substrate held at room temperature. Here, 

the surface coverage of DCA molecules is ~50% of the ultrathin hBN layer on Cu(111) [see 

subsection 2.1.5 for sample preparation details and subsection 2.1.4 for details on hBN growth 

on Cu(111)]. Figure 6.1b shows a constant-current STM image, taken at 𝑉𝑉b = 4.0 V, of a bare 

hBN/Cu(111) surface for this preparation. At this bias, we observe the emergence of the well-

known Moiré superstructure (with periodicity characterised by vectors 𝐡𝐡𝟏𝟏 and 𝐡𝐡𝟐𝟐 in Figure 

6.1b) for the hBN/Cu(111) surface [130]. Figure 6.1b inset shows an atomically resolved image 

of the bare hBN/Cu(111) surface. Here, the periodicity of the Moiré superstructure (‖𝐡𝐡𝟏𝟏‖ =

 ‖𝐡𝐡𝟐𝟐‖ ≈ 9.87 nm; ∡(𝐡𝐡𝟏𝟏,𝐡𝐡𝟐𝟐) ≈ 60°) is significantly larger than the periodicity of the hBN 2D 

lattice structure (hBN lattice constant = 2.488 ± 0.016 Å [124, 125]), with the former resulting 

from a lattice mismatch between the 2D hBN structure and the underlying Cu(111) substrate 

[87] (see subsection 2.1.3). 

Figure 6.1c shows a constant-current STM image, taken at 𝑉𝑉b = 0.7 V, of a DCA-

covered hBN/Cu(111) surface (corresponding to black dashed square in Figure 6.1a). Here, we 

find that the DCA molecules form extended self-assembled 2D domains on hBN/Cu(111). We 

note that the extent of these DCA domains is limited by the amount of DCA molecules 

deposited on the hBN surface and limited in size by the hBN domain sizes on Cu(111). The 

size of the features in STM imaging suggests that the DCA molecules, like on Ag(111) (see 

previous chapters), on other metallic surfaces [53, 73], and on graphene [52], adopt a planar 

adsorption configuration on hBN/Cu(111) (see Figure 6.1c inset). This is corroborated by our 

measurements that show that these DCA molecules form a 2D monoclinic lattice with unit cell 

vectors a1 and a2 (see inset of Figure 6.1c; ‖𝐚𝐚𝟏𝟏‖ = 1.19 ± 0.03 nm; ‖𝐚𝐚𝟐𝟐‖ = 0.98 ± 0.02 nm; 

∡(𝐚𝐚𝟏𝟏,𝐚𝐚𝟐𝟐) = 54 ± 2°). This is very similar to the case of DCA molecules adsorbed on Ag(111) 

where the DCA interactions with the substrate were found to be weak (see Chapter 3). 

Furthermore, we note that for some preparations, we can obtain bare patches of the underlying 

Cu(111) surface (due to an incomplete full monolayer hBN growth). For these preparations, the 

DCA molecules, when deposited onto the substrate held at room temperature, preferentially 
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diffuse and adsorb onto these bare patches of the Cu(111) surface. This is consistent with the 

notion that the DCA molecules is weakly interacting with the hBN surface (compared with 

Cu(111) surface). 

 
Figure 6.1: STM overview of a self-assembled molecular submonolayer comprised of hydrogen-
bonded dicyanoanthracene (DCA) molecules on hBN/Cu(111). (a) Constant-current STM imaging of 
hBN/Cu(111) surface after a deposition of DCA molecules (𝑉𝑉b = 1.0 V, 𝐼𝐼t = 50 pA). Here we find a DCA 
coverage of ~50% of the hBN/Cu(111) surface. The hBN surface areas that are covered with DCA 
molecules are annotated as DCA/hBN (b) Constant-current STM image of a bare hBN/Cu(111) surface 
(green dashed square in (a); 𝑉𝑉b = 4.0 V, 𝐼𝐼t = 0.1 nA). The Moiré superstructure periodicity for the 
hBN/Cu(111) domain here is characterised by the vectors {𝐡𝐡𝟏𝟏, 𝐡𝐡𝟐𝟐}with ‖𝐡𝐡𝟏𝟏‖ = ‖𝐡𝐡𝟐𝟐‖ = 9.87 ± 0.05 nm; 
∡(𝐡𝐡𝟏𝟏,𝐡𝐡𝟐𝟐) = 60 ± 2°. Inset shows an atomically resolved STM image of the bare hBN/Cu(111) surface. 
Blue and magenta atoms superimposed gives the position of the nitrogen and boron atoms, respectively. 
Scale bar: 1 nm. (c)–(e) Constant-current STM imaging of a DCA submonolayer on hBN/Cu(111) at 𝑉𝑉b 
= 0.7, 1.0, and 1.2 V (𝐼𝐼t = 50 pA), respectively. These correspond to the area indicated by the black 
dashed square in (a). The molecular domain forms a periodic structure with vectors {𝐚𝐚𝟏𝟏, 𝐚𝐚𝟐𝟐} (inset of 
(c)) with ‖𝐚𝐚𝟏𝟏‖ = ‖𝐚𝐚𝟐𝟐‖ = 1.19 ± 0.02 nm; ∡(𝐚𝐚𝟏𝟏, 𝐚𝐚𝟐𝟐) = 54 ± 2°. At 𝑉𝑉b = 0.7 V, the molecular domain 
appears homogeneous; each bright ellipse is a DCA molecule (DCA chemical structure in inset). As 𝑉𝑉b 
increases, a bright feature appears at the DCA anthracene extremities (black arrows in (d)-(e) insets) 
which is associated with the lowest unoccupied molecular orbital (LUMO) of the DCA molecules. 
Collectively, the appearance of these LUMO features form a Moiré pattern in real space with lattice 
vectors 𝐦𝐦𝟏𝟏, 𝐦𝐦𝟐𝟐 in (d)-(e) with ‖𝐦𝐦𝟏𝟏‖ = ‖𝐦𝐦𝟐𝟐‖ = 13.0 ± 0.7 nm; ∡(𝐦𝐦𝟏𝟏,𝐦𝐦𝟐𝟐) = 62 ± 2°. Inset scale bars: 
2 nm. (f) Fourier transform (FT) of STM image in (d). Here, the vectors {𝐚𝐚𝟏𝟏∗ , 𝐚𝐚𝟐𝟐∗} correspond to the real-
space vectors {𝐚𝐚𝟏𝟏, 𝐚𝐚𝟐𝟐} in (c). About each FT peak associated with the DCA/hBN molecular periodicity, 
we observe a set of six symmetrically placed FT peaks (cyan arrows). These peaks, characterised by 
{𝐦𝐦𝟏𝟏

∗ , 𝐦𝐦𝟐𝟐
∗}, correspond to the real-space vectors {𝐦𝐦𝟏𝟏, 𝐦𝐦𝟐𝟐} in (d)-(e). The STM image in (b) and 

corresponding inset were provided courtesy of Mr. Benjamin Lowe. 

Figures 6.1d,e show STM images of the same molecular domain in Figure 6.1c but at 

higher biases, i.e., with biases 𝑉𝑉b = 1.0 V and 𝑉𝑉b = 1.2 V, respectively. With 𝑉𝑉b = 0.7 V, the 
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DCA molecules appear homogenous (see Figure 6.1c). At higher biases (e.g., 𝑉𝑉b = 1.0 V), 

STM imaging of the same molecular domain shows a change in the appearances of some of the 

molecules (see Figure 6.1d) with an emergence of a bright feature at the DCA anthracene 

extremities as seen in the inset of Figure 6.1d (black arrows). We associate this feature with 

the LUMO of the DCA molecules as seen in previous chapters of this dissertation and in other 

similar systems [52, 320]. At even higher biases, these LUMO features appear for more DCA 

molecules (see insets of Figures 6.1d,e; black arrows). Collectively, these LUMO features 

emerge as a Moiré superstructure whose periodicity is characterised by lattice vectors 𝐦𝐦𝟏𝟏, 𝐦𝐦𝟐𝟐 

(‖𝐦𝐦𝟏𝟏‖ = ‖𝐦𝐦𝟐𝟐‖ = 13.0 ± 0.7 nm; ∡(𝐦𝐦𝟏𝟏,𝐦𝐦𝟐𝟐) = 62 ± 2°; see Figures 6.1d,e). Figure 6.1f shows 

the Fourier transform (FT) of the STM image in Figure 6.1d. Here, the FT peaks associated 

with the Moiré superstructure (in Figure 6.1d) appear as a set of six symmetrically located 

peaks (cyan arrows) about the FT peaks associated with the DCA structure (i.e., {𝐚𝐚𝟏𝟏∗ , 𝐚𝐚𝟐𝟐∗} in 

Figure 6.1f). That is, the vectors {𝐦𝐦𝟏𝟏
∗ , 𝐦𝐦𝟐𝟐

∗} in Figure 6.1f corresponds to the real-space lattice 

vectors {𝐦𝐦𝟏𝟏, 𝐦𝐦𝟐𝟐} in Figures 6.1d,e. 

The Moiré superstructure (in Figures 6.1d,e) observed for the DCA/hBN system is 

reminiscent of the well-known Moiré pattern of the bare hBN/Cu(111) surface as seen in Figure 

6.1b. We further note that different DCA/hBN domains show Moiré superstructures with 

different periodicities (see Appendix D.1). Like DCA/hBN, different Moiré patterns have been 

observed for hBN/Cu(111). This is due to different hBN domains which have different 

crystalline axes’ orientations with respect to those of the underlying Cu(111) monocrystal (see 

subsection 2.1.3). These similarities between the Moiré patterns of the hBN/Cu(111) surface 

and those of the DCA/hBN structure implies a relation between the two.  

To test this, we performed STM imaging at the DCA film boundary as seen in Figure 

6.2. The STM image was taken with a bias of 1.1 V over the DCA film (bottom half of Figure 

6.2) where the Moiré pattern of the DCA film is visible and with a bias of 4.0 V over the hBN 

surface (top half of Figure 6.2) where the Moiré pattern of the hBN/Cu(111) surface is visible. 

From the STM image in Figure 6.2, we clearly observe that the Moiré pattern of the overlying 

DCA film layer follows the Moiré pattern of the underlying hBN/Cu(111) substrate (see dashed 

blue ellipses in Figure 6.2), i.e., the DCA Moiré superstructure has a one-to-one 

correspondence with the underlying hBN/Cu(111) Moiré superstructure. The Moiré pattern of 

the hBN/Cu(111) surface in STM imaging is a direct result of the modulation in the surface 

work function of the hBN/Cu(111) substrate (this in return is due to the lattice mismatch 

between the hBN structure and Cu(111) surface) [130]. It stands to reason that the Moiré 

superstructure of the DCA film is a direct result of the modulation of the DCA molecules 

electronic properties by the underlying hBN/Cu(111) surface work function. We explore this 

hypothesis in the following sections.  
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Figure 6.2: STM imaging at DCA/hBN film boundary.Constant-current STM imaging at a DCA film 
boundary (dashed green curve) with tunnelling set point of 𝑉𝑉b = 1.1 V, 𝐼𝐼t = 50 pA over the DCA film 
(bottom half of the image) and with tunnelling set point of 𝑉𝑉b = 4.0 V, 𝐼𝐼t = 50 pA over the hBN surface 
(top half of the image). The DCA film Moiré superstructure follows the Moiré superstructure of the 
underlying hBN/Cu(111) substrate (dashed blue ellipses). 

6.3 STS Characterisation of DCA/hBN/Cu(111) 
To gain insight into the electronic properties of the system, we performed STS measurements 

on the DCA molecules within the self-assembled DCA submonolayers on hBN/Cu(111). Here 

we considered two extreme locations: the DCA pore regions and the regions between the DCA 

pores, i.e., the DCA wire regions (see Figure 6.2 for location reference). Figure 6.3a shows 

constant-current d𝐼𝐼/d𝑉𝑉 STS measurements (set point: 𝑉𝑉b = –0.5 V, 𝐼𝐼t = 5 pA) performed on 

DCA molecules at these two particular locations within the self-assembled DCA monolayer: at 

the centre of the DCA pore and at the DCA wire region (red and blue crosses, respectively; see 

STM image in Figure 6.3a inset). At the centre of the DCA pore, the STS spectra (red) shows 

a curve with a prominent peak-like feature at ~0.88 V (magenta tick) with subtle satellite peaks 

at ~1.05 V (green tick) and ~ 1.23 V (cyan tick). At the DCA wire region, the STS spectra at 

the DCA molecule (blue) shows a curve that is qualitatively similar in shape to the curve at the 

DCA pore region but with all peak-like features (magenta, green, and cyan ticks) shifted up in 

energy by ~0.33 V. Note that the negative differential conductance observed for 𝑉𝑉b > 1.5 V is 

a typical signature in d𝐼𝐼/d𝑉𝑉 STS measurements for systems with a localised state weakly 

coupled to an underlying substrate [89, 321, 322]. 
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Figure 6.3: 𝐝𝐝𝑰𝑰/𝐝𝐝𝑽𝑽 STS measurements on DCA/hBN/Cu(111) and on hBN/Cu(111). (a) Constant-
current d𝐼𝐼/d𝑉𝑉 STS measurements (set point: 𝑉𝑉b = –0.5 V, 𝐼𝐼t = 5 pA) on a DCA molecule at the centre 
of the DCA pore region (red curve) and on a DCA molecule at the DCA wire region (blue curve; locations 
are at red and blue crosses, respectively, in STM inset; STM set point: 𝑉𝑉b = 1.1 V, 𝐼𝐼t = 50 pA). Both 
spectra were fitted with a sum of three Lorentzian functions that are spaced apart in energy. The resulting 
fit (black transparent curves) and the resulting Lorentzian peaks that were used to fit the data (magenta-
, green-, and cyan-filled Lorentzian peaks) are shown. The prominent peaks (magenta ticks) correspond 
to the LUMO peak of the DCA molecules, while the satellite peaks (green and cyan ticks) correspond to 
DCA vibronic peaks. Qualitatively, both spectra are similar in shape but with the spectra at the DCA 
wire region upshifted in energy (from Fermi) by ~330 mV compared to the spectra at the DCA pore 
region. (b) Constant-current d𝐼𝐼/d𝑉𝑉 STS measurements (set point: 𝑉𝑉b = 4.0 V, 𝐼𝐼t = 200 pA) on the 
hBN/Cu(111) surface at the pore region (magenta curve) and at the wire region (green curve; locations 
are indicated in STM inset; STM set point: 𝑉𝑉b = 4.0 V, 𝐼𝐼t = 50 pA). The conduction band minimum 
energies, 𝐸𝐸CBM, at both locations are different with a difference, Δ𝐸𝐸CBM ≈ 240 mV with the 𝐸𝐸CBM at the 
pore region higher up in energy. 𝐸𝐸CBM was estimated as the energy at which the d𝐼𝐼/d𝑉𝑉 STS signal 
(performed on the hBN surface) is half of its maximum value, after normalising the d𝐼𝐼/d𝑉𝑉 curves with 
respect to the d𝐼𝐼/d𝑉𝑉 value at the tunnelling set point. 

Fitting each of these STS spectra curves with three Lorentzian functions yields good 

agreement between the data and the fitted curve (black transparent curve in Figure 6.3a). Here, 

the three Lorentzian peaks that are used to fit each d𝐼𝐼/d𝑉𝑉 STS spectrum are shown in Figure 

6.3a. For each spectrum, the first Lorentzian peak (magenta-filled Lorentzian curve) 
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corresponds to the LUMO peak for the DCA molecules. Interestingly, the DCA LUMO 

energies on hBN/Cu(111), at both the DCA pore (~0.88 V) and wire (~1.2 V) region, is higher 

than the LUMO energies for DCA molecules on Ag(111) (𝑉𝑉LUMO ~ 0.3 V). This is despite the 

work function of Ag(111) (~4.7 eV) being significantly higher than that of hBN (~4 eV). The 

discrepancy between these energies highlights the contribution of metal-molecule screening 

that drives the LUMO energy towards Fermi in the case of DCA on Ag(111) (see Chapter 3), 

where, classically, i.e., using Eq. 3.10, screening energies > 1 eV are possible. Furthermore, in 

comparison to DCA/Ag(111), we note the absence of charging for DCA molecules on hBN (for 

the range of bias voltages considered: |𝑉𝑉b| < 3V). Despite the weak DCA-hBN interaction, the 

absence in charging of the DCA molecules on hBN/Cu(111) is most likely due to the high 

LUMO energy of the DCA/hBN molecules (compared to that of DCA/Ag(111) molecules). 

Since the gating field strength is proportional to the LUMO energy [56, 236] (see section 3.5), 

the gating field strength required to charge the DCA molecules on hBN is 3.5 times(≈ 0.88 

mV/0.3 mV, i.e., DCA/hBN LUMO divided by DCA/Ag(111) LUMO) larger than that required 

to charge the DCA molecules on Ag(111). Counterintuitively, charging of the DCA molecules 

on a metallic Ag(111) substrate is made easier (compared to on an insulating hBN) because, in 

addition to the limited DCA-Ag(111) interactions, metal-molecule screening drives the LUMO 

energy of the DCA molecules closer to the Fermi level. 

For the two following Lorentzian peaks in Figure 6.3a (green- and cyan-filled 

Lorentzian curves), we attribute these to vibronic satellite peaks for the DCA molecules. As 

pointed out in subsection 2.3.2, these vibronic peaks are typical when probing electronic states 

of molecules on decoupling substrates with STS [89, 323]. On decoupling substrates such as 

on a hBN, the electron lifetimes in a transient negatively charged molecular state (for molecules 

on these surfaces) are long enough that they can couple to and excite vibrational modes for 

these charged molecules. These on-resonant excitations appear as additional peaks next to a 

peak associated with a molecular state in d𝐼𝐼/d𝑉𝑉 STS spectra. Another feature of these vibronic 

peaks is that they are equally spaced in energy. In Figure 6.3a, the peaks are equally spaced by 

~0.18 V, for both the DCA molecules at the DCA pore and wire regions, corroborating their 

association with the vibronic peaks.  

 The differences in the LUMO energies, 𝑉𝑉LUMO, for the two DCA molecules in Figure 

6.3a (~0.33 V) explains the spatial-dependent appearance of the LUMO features for the 

different DCA molecules. That is, the molecules within the DCA pore regions have a lower 

𝑉𝑉LUMO than the molecules within the DCA wire regions: 𝑉𝑉LUMO
pore < 𝑉𝑉LUMOwire . Therefore, at a 

tunnelling bias, 𝑉𝑉b, such that 𝑉𝑉LUMO
pore < 𝑉𝑉b < 𝑉𝑉LUMOwire , the LUMO features at the anthracene 

extremities would appear in STM imaging for the DCA molecules within the DCA pore region 
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but not for the DCA wire region. This results in the observed DCA/hBN Moiré superstructure 

(characterised by the vectors {𝐦𝐦𝟏𝟏, 𝐦𝐦𝟐𝟐}) in Figure 6.1. 

 Correspondingly, we have performed d𝐼𝐼/d𝑉𝑉 STS measurements (set point: 𝑉𝑉b = 4.0 V, 

𝐼𝐼t = 200 pA) on the hBN/Cu(111) surface, just outside the DCA film (i.e., for the same hBN 

domain for which the DCA molecules in Figure 6.3a are adsorbed on). Like for the DCA film, 

here, we considered measurements on two extreme locations on the hBN/Cu(111) surface: (i) 

the hBN pore region and (ii) the hBN wire region (see STM image in Figure 6.3b inset). Figure 

6.3b shows the d𝐼𝐼/d𝑉𝑉 STS spectra on hBN/Cu(111) surface at these two locations. For both 

spectra, we see a sharp increase in the d𝐼𝐼/d𝑉𝑉 signal in the negative bias regime at ~ –3 V and 

in the positive bias regime, 𝑉𝑉b > 3.5 V. For biases, –3 V < 𝑉𝑉b < 3.5 V, the d𝐼𝐼/d𝑉𝑉 signal is close 

to zero, reflecting the insulating nature of the ultrathin hBN layer. The sharp onset in the 

negative bias regime corresponds to the valence band maximum (VBM) of the hBN layer while 

the sharp onset in the positive bias regime corresponds to the conduction band minimum (CBM) 

of the hBN layer. While the d𝐼𝐼/d𝑉𝑉 spectra at both locations on the hBN surface are identical 

for negative biases, 𝑉𝑉b < 0 V (VBM is the same for both), they are different in the positive bias 

regime, 𝑉𝑉b > 0 V. That is, at both locations, the CBM energy, 𝐸𝐸CBM, is different. Here, the 𝐸𝐸CBM 

at the hBN pore region (magenta curve) is ~3.6 V while at the hBN wire region (green curve), 

𝐸𝐸CBM ~ 3.9 V (see STS inset of Figure 6.3b). Estimating the 𝐸𝐸CBM for both curves as the energy 

at which the d𝐼𝐼/d𝑉𝑉 signal is half of its maximum value (after normalising the d𝐼𝐼/d𝑉𝑉 curves 

with respect to the d𝐼𝐼/d𝑉𝑉 at the tunnelling setpoint) gives a difference in the 𝐸𝐸CBM for both 

curves, Δ𝐸𝐸CBM ~ 0.24 V. Here, we note that the difference between the CBM energies for the 

hBN surface in the hBN pore and wire regions (Δ𝐸𝐸CBM ~ 0.24 V) is similar to the difference 

between the LUMO energies for the DCA molecules in DCA pore and wire regions (Δ𝐸𝐸CBM ~ 

0.33 V). 

6.4 Modulation of DCA LUMO by hBN/Cu(111) Work Function 
In the previous section we saw that the LUMO energies of the DCA molecules are indeed 

spatially dependent with a lower 𝑉𝑉LUMO in the DCA pore region than in the DCA wire region. 

Similarly, we saw that the 𝐸𝐸CBM is smaller in the hBN pore region than in the hBN wire region. 

The differences in 𝐸𝐸CBM for these two regions is similar to the differences in the LUMO 

energies between the DCA molecules in the DCA pore and wire regions. To see the relationship 

between 𝐸𝐸CBM of the underlying hBN/Cu(111) substrate and the 𝑉𝑉LUMO of the DCA molecules 

within the DCA submonolayer, we performed d𝐼𝐼/d𝑉𝑉 STS measurements for the DCA 

molecules along a DCA pore region and d𝐼𝐼/d𝑉𝑉 STS measurements on the hBN/Cu(111) 

surface (just beyond the DCA film) along a hBN pore region as seen in Figure 6.4a. For each 

d𝐼𝐼/d𝑉𝑉 STS spectrum obtained at the DCA molecules along the DCA pore region, we extracted 
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the LUMO energy, 𝑉𝑉LUMO by means of curve fitting as in Figure 6.3a. The extracted 𝑉𝑉LUMO as 

function of distance, 𝑥𝑥, along the DCA pore region is plotted in Figure 6.4a (blue data points). 

From Figure 6.4a, we find that, as we move from the DCA wire region to the DCA pore region, 

𝑉𝑉LUMO decreases gradually from an absolute maximum of ~1.2 V to reaching an absolute 

minimum of ~0.87 V at the centre of the DCA pore region. This gives a modulation amplitude 

in 𝑉𝑉LUMO of the DCA molecules of ~0.33 V across the DCA pore region. 

 
Figure 6.4: Spatial modulation of DCA LUMO and hBN CBM energies. (a) Plot showing the 
extracted DCA LUMO energies, 𝑉𝑉LUMO, (blue data points) as a function of distance, 𝑥𝑥, along a DCA pore 
(bottom right STM image inset; 𝑉𝑉b = 1.1 V, 𝐼𝐼t = 50 pA). Plotted in red are the extracted CBM energies, 
𝐸𝐸CBM, for the hBN/Cu(111) surface, as a function of distance, 𝑥𝑥, along a hBN pore (top STM image inset; 
𝑉𝑉b = 4.0 V, 𝐼𝐼t = 50 pA). 𝑉𝑉LUMO was extracted by fitting the d𝐼𝐼/d𝑉𝑉 STS spectra performed on the DCA 
molecules as in Figure 6.3a. 𝐸𝐸CBM was estimated as the energy at which the d𝐼𝐼/d𝑉𝑉 STS signal 
(performed on the hBN surface) is half of its maximum value, after normalising the d𝐼𝐼/d𝑉𝑉 curves with 
respect to the d𝐼𝐼/d𝑉𝑉 value at the tunnelling set point as in Figure 6.3b. Both 𝑉𝑉LUMO(𝑥𝑥) and 𝐸𝐸CBM(𝑥𝑥) 
show similar spatial modulation in their energies. (b) Schematic showing the energy level alignment of 
the DCA molecular states (i.e., LUMO) at the hBN/Cu(111) pore and wire regions. The 𝐸𝐸CBM is a 
measure of the work function of the hBN/Cu(111) surface. The modulation in this work function leads 
to a spatial-modulation vacuum energy level on the hBN/Cu(111) surface. Due to the constant DCA 
electron affinity, 𝜀𝜀ADCA, the spatial-modulation of the vacuum energy level causes a spatial-modulation of 
the DCA LUMO energy, 𝑉𝑉LUMO. 

 Similarly, from our d𝐼𝐼/d𝑉𝑉 STS measurements on the hBN/Cu(111) surface, we 

estimated 𝐸𝐸CBM (according to the procedure outlined in the previous section) along the distance, 

𝑥𝑥, along the hBN pore region as seen in Figure 6.4a (red data points). Here, we find a similar 

trend to 𝑉𝑉LUMO(𝑥𝑥): as we move from the hBN wire region to the hBN pore region: the 𝐸𝐸CBM 

decreases gradually from an absolute maximum of ~3.9 V to an absolute minimum of ~3.6 V 

at the centre of the hBN pore region. The modulation amplitude in 𝐸𝐸CBM along 𝑥𝑥 is ~0.26 V 

across the hBN pore region. From Figure 6.4a, we clearly see that the DCA LUMO energies, 

𝑉𝑉LUMO follows the same modulation as the hBN/Cu(111) 𝐸𝐸CBM with an almost constant energy 

separation between the two: ~2.7 V at the wire region and ~2.77 V at the pore region. That is, 

the DCA LUMO energies and the CBM energies have a one-to-one correspondence. 



136 Chapter 6: Self-Assembled DCA Monolayers on hBN/Cu(111) 
 

 To understand this correspondence, we first note that the work function of the 

hBN/Cu(111) surface, 𝛿𝛿hBN, is related to the CBM energy, 𝐸𝐸CBM, by:  

𝛿𝛿hBN = 𝐸𝐸CBM + 𝜀𝜀AhBN  (Eq. 6.1) 

where 𝜀𝜀AhBN is the electron affinity of the hBN/Cu(111) surface, which is constant throughout 

the surface [128]. This means that 𝐸𝐸CBM is a measure of the hBN/Cu(111) surface work function 

up to a constant. The modulation in 𝐸𝐸CBM reflects the expected modulation in the hBN/Cu(111) 

surface work function [128, 130] as seen in the schematic in Figure 6.4b. The modulation of 

the work function of the hBN/Cu(111) surface further reflects the modulation of the vacuum 

energy of the surface, 𝐸𝐸vac (see Figure 6.4b). We note that the observed DCA LUMO is high 

in energy above the Fermi level and that its spatial extent (based on imaging) is similar to that 

in the gas phase (see section 3.3). Therefore, it is reasonable to assume that the DCA molecules 

are electrically neutral on hBN/Cu(111). Additionally, there is little-to-no hybridisation 

between the DCA molecules and the hBN/Cu(111) surface. Therefore, the energy differences 

between the vacuum level and the DCA LUMO is relatively unperturbed, i.e., the DCA electron 

affinity, 𝜀𝜀ADCA is constant and independent of the DCA adsorption site. Finally, the combined 

result of a spatially modulated vacuum level, 𝐸𝐸vac, and a constant DCA electron affinity, 𝜀𝜀ADCA, 

is a spatially modulated DCA LUMO energy, 𝑉𝑉LUMO, as seen in Figure 6.4b. Here, the LUMO 

energy for a DCA molecule in the pore region, 𝑉𝑉LUMO
pore , is necessarily lower than the LUMO 

energy for a DCA molecule in the wire region, 𝑉𝑉LUMOwire , since the vacuum energy, 𝐸𝐸vac, is lower 

in the pore region than in the wire region. 

 We note that the above argument does not adequately explain the discrepancy between 

the DCA LUMO energy modulation (~0.33 V; blue data in Figure 6.4a) and the hBN CBM 

energy modulation (~0.26 V; red data in Figure 6.4a) of ~70 mV. We considered additional 

effects that might, in addition to the hBN/Cu(111) surface work function modulation, lead to 

the observed spatial modulation in the DCA LUMO energies. We considered the possibility of 

variations in the screening environments for the DCA molecules on hBN/Cu(111) such as those 

presented for DCA/Ag(111) in Chapter 3. On Ag(111), screening by neighbouring molecules 

were found to lead to a negligible spatial modulation of the LUMO energies for the DCA 

molecules (see section 3.6). Given the similar self-assembled arrangements of the DCA 

molecules on hBN with those on Ag(111), it is reasonable to assume that screening by 

neighbouring molecules would be quasi-identical on both surfaces. Therefore, screening by 

neighbouring molecules on hBN, like on Ag(111), would also be negligible. Additionally, the 

lack of metal-molecule screening for DCA/hBN means that variations in the DCA/hBN 

screening environment is insufficient to explain the ~70 mV discrepancy. Further, tip-sample 
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distance-dependent d𝐼𝐼/d𝑉𝑉 STS measurements on the DCA/hBN system showed no obvious 

shifts in the DCA LUMO energies which rules out any tip-induced field effects. We note that 

there is an ambiguity in how the CBM energies in Figure 6.4a were estimated. We speculate 

that this ambiguity could explain the ~70 mV discrepancy mentioned above. Future 

experiments with measurements of the field emission resonances of the hBN/Cu(111) surface 

can provide for a more accurate and direct measurement of the hBN/Cu(111) surface work 

function modulation [128] and can help resolve this discrepancy. Nevertheless, our conclusion 

that the DCA LUMO energies are modulated by the underlying hBN/Cu(111) surface work 

function remains qualitatively correct. 

6.5 Summary  
In this chapter, I have presented results of self-assembled 2D DCA submonolayers on an 

ultrathin insulating hBN layer grown on Cu(111). It was found that the DCA molecules on 

hBN/Cu(111) assemble themselves in a 2D lattice structure very similar to that of DCA 

molecules on Ag(111). That is, the bonding geometry and structure in both cases are similar 

since, in both cases (DCA on hBN/Cu(111) and on Ag(111)), intermolecular interactions are 

more dominant than molecular-substrate interactions. Further, like on Ag(111), the LUMO 

energies, 𝑉𝑉LUMO, of the DCA molecules on hBN/Cu(111) are spatially-modulated according to 

their adsorption sites. On hBN/Cu(111), the spatial-modulation of 𝑉𝑉LUMO follows the spatial-

modulation of hBN/Cu(111) surface work function. In particular, 𝑉𝑉LUMO lies further away from 

Fermi for molecules adsorbed on regions with a higher work function (such as hBN wire 

regions) compared to molecule adsorbed on regions with a lower work function (such as hBN 

pore regions).  

 Unlike the DCA molecules on Ag(111), the DCA molecules on hBN/Cu(111) have 

their LUMO energies much higher up in energy (relative to the Fermi level), by about ~0.6 – 

0.9 V compared to DCA LUMO energies on Ag(111). Despite the differences in the work 

function for both Ag(111) and hBN/Cu(111) (with Ag(111) work function being larger of the 

two by ~0.7 eV), the discrepancy was explained by the absence of metal-molecule screening 

for the DCA molecules on hBN/Cu(111). Here, metal-molecule screening can result in a 

LUMO stabilization energy on the order ~1 eV, driving the 𝑉𝑉LUMO closer to the Fermi level as 

is the case for DCA molecules on Ag(111). 

The findings of this chapter represents an important step towards the synthesis of 2D 

DCA3Cu2 MOFs on hBN/Cu(111) where hBN would prove useful as a decoupling layer. The 

modulation of the electronic properties of the 2D MOF by the underlying hBN/Cu(111) surface 

work function coupled with an amplified electron-electron interactions between the MOF 

electrons due to a lack of metal-molecule screening can result in potentially interesting and 
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exotic quantum phenomena—phenomena that may be useful for the design of functional 

surface-supported 2D organic nanostructures on hBN/Cu(111). 
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Chapter 7  

Conclusions and Outlook 
 

In this thesis, I have demonstrated the synthesis of self-assembled 2D DCA-based organic 

nanostructures on different substrates. Subsequent detailed characterisation of these systems, 

via surface-sensitive techniques such STM, STS and nc-AFM, enabled the study of the 

electronic properties of these low-dimensional self-assemblies. In particular, the choice of 

substrates and the versatility of the DCA molecules to facilitate different in-plane interactions 

enabled the study of the impact of different intermolecular and substrate-mediated interactions 

on the electronic properties of these 2D organic nanostructures. This offers further perspectives 

for the precise understanding of the physics and chemistry at the nanoscale and therefore the 

design and synthesis of functional 2D organic nanostructures for real-world applications. 

 In Chapter 3, I presented results on a self-assembled 2D nanoarray of DCA molecules 

on a noble metal Ag(111) surface. We observed spatially periodic negative charging of 

individual DCA molecules, within the nanoarray, induced by an externally applied electric field 

(from the STM tip). The charging of these DCA molecules on a metal is facilitated by two key 

factors: (i) an effective potential barrier between the molecules and the underlying metallic 

substrate; and (ii) proximity of the DCA molecular states, in energy, to the Ag(111) Fermi level. 

Here, a potential barrier between DCA and Ag(111) is established due to the limited interactions 

between the molecule and the underlying metal. This in turn is enabled by the full participation 

of the DCA cyano-functional groups in the lateral hydrogen-bonding with adjacent molecules 

within the 2D self-assembled nanoarray on Ag(111). These findings are pertinent for 

engineering metal-molecule contacts in the design and synthesis of functional 2D molecular 

devices. Contact with metal electrodes is necessary for charge control or charge flow (i.e., 

current flow) within these low-dimensional molecular devices, e.g., in the implementation of 

organic quantum dots (charge control) [6, 57, 222, 223] or molecular transistors (charge flow) 

[24, 122]. However, these organic/inorganic contacts can inadvertently result in the pinning of 

molecular states to the metal Fermi level or quenching of intrinsic and important electronic 

properties of the molecular system e.g., through hybridisation between metal and molecular 

states. Establishing a potential barrier at these interfaces, like that at the DCA/Ag(111) 

interface, through manipulation of intermolecular bonding between molecular units (e.g., DCA-

DCA hydrogen bonding) can mitigate these untoward effects and still allow for charge 

flow/control. Furthermore, engineering such organic/inorganic interfaces can simplify 

synthesis protocols for functional 2D molecular devices where the effective potential barriers 



140 Chapter 7: Conclusions and Outlook 
 

between molecular systems and metal electrodes are made inherent to the ensemble system 

rather than introduced via growth of insulating materials at the organic/inorganic interfaces. 

 The findings on the self-assembly of the DCA molecules on Ag(111) are in stark 

contrast with that on a thin insulating hBN monolayer grown on a Cu(111) substrate (Chapter 

6). On hBN/Cu(111), the DCA molecules self-arrange to form a structure very much like that 

on Ag(111). We observed a significant spatial modulation of the DCA LUMO energies that, by 

means of vacuum alignment, follows the known spatial modulation of the hBN/Cu(111) surface 

work function. Here, although, thin insulating layers are efficient for electronic decoupling 

between adsorbates and underlying metal electrode, subtle spatial variations in adsorption site 

can still severely affect the molecular energy level alignment (like here, due to spatial variations 

of the hBN/Cu(111) surface work function), having important implications in the electronic 

functionality.  

Furthermore, despite the weak DCA-hBN interactions and unlike on Ag(111), DCA 

molecules on hBN/Cu(111) do not exhibit charging as induced by an externally applied electric 

field. The higher LUMO energy for the DCA molecules on hBN/Cu(111) compared to those 

on Ag(111) meant a required gating field strength of ~3.5 times larger to charge the molecules 

on hBN/Cu(111) than on Ag(111). The higher DCA LUMO energy on hBN/Cu(111) is 

attributed to the absence of metal screening [which is present for DCA/Ag(111)], which can 

stabilise and drive the LUMO energy closer to the Fermi level. In the case of Ag(111), this 

metal-molecule screening results in a stabilisation energy for the DCA LUMO that is on the 

order of ~1 eV. We further found that the strength of this screening is intimately dependent on 

the DCA adsorption height, i.e., metal-molecule distance. These findings introduce further 

considerations for the engineering of metal-molecule contacts in the case of functional low-

dimensional molecular electronics. That is, metal-molecule screening has a considerable impact 

on the electronic properties of the organic self-assemblies and can result in shifts of molecular 

states on the order eVs, even in the limit of weak metal-molecule interactions, i.e., with no 

significant hybridisation between metal and molecular states. However, by tuning the metal-

molecule distance, through tailoring the morphology and chemical reactivity of the molecular 

units, one can tune the metal-molecule screening strength and therefore appropriately shift the 

molecular energy levels in a desired way. This implies another level of control in the design 

and synthesis of functional low-dimensional self-assembled organic nanostructure for 

molecular electronics. 

 Further study of the interface between the 2D self-assembled DCA monolayers and the 

underlying Ag(111) substrate (Chapter 4) revealed the existence of a 2D electron gas (2DEG) 

localised at the interface. This 2DEG interface state was found to be an upshift in energy of the 
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bare Ag(111) Shockley surface state, a direct consequence of the modification of the Ag(111) 

surface potential by the DCA monolayer. We found that the dispersion of this interface state 

showed slight deviations from a parabolic dispersion (i.e., free electron-like behaviour) for 

electron wavevectors close to the 2D DCA monolayer Brillouin zone (BZ) boundary. These 

slight deviations in the interface state dispersion reflected corrugations on the order of ~1.5 eV 

in the potential energy landscape experienced by the electrons at the DCA/Ag(111) interface. 

This highlights a further important issue in the context of functional low-dimensional organic 

nanostructures contacting metallic electrodes. Particularly so for metal-molecule contacts 

which hosts a delocalised interface state (e.g., the DCA/Ag(111) 2DEG interface state). Real-

space potential fluctuations at these hybrid interfaces (due to the molecular system) can modify 

the behaviour of electrons within the interface state, particularly at energies where the electron 

wavevectors approach the BZ boundary of the molecular system. Modifications of this electron 

behaviour can hinder the electronic properties of the metal-molecule contact and subsequently 

affect the functionality of the low-dimensional organic nanostructure. These modifications can 

include, for example, band gap formations at the BZ boundary (where the Bragg condition [84] 

is fulfilled), resulting in a decrease in electron conductivity across the hybrid interface at 

energies where the dispersion approaches the BZ boundary. Depending on the corrugation in 

the real-space potential, deviations of the interface state dispersion from free electron-like 

behaviour sets an energy scale for device usage. Beyond which, the electronic properties of the 

ensemble system (2D organic nanostructure and metal-molecule contacts) are altered. Here, 

changing the molecular periodicity results in a different BZ size and ultimately different 

energies at which the interface state dispersion cuts the BZ boundary. Furthermore, adjusting 

the metal-molecule distance can alter the corrugation in the real-space potential at the interface. 

Therefore, by tailoring the morphology of the molecules to form 2D systems with different 

molecular periodicities or even different metal-molecule distance one can tune the energy scale 

for functional device usage. 

 In Chapter 5, I extended the results on the self-assembled 2D DCA monolayer on 

Ag(111) by introducing Cu atoms in the self-assembly process. This resulted in a, structurally 

and electronically, distinct 2D DCA3Cu2 kagome metal-organic framework (MOF) structure on 

Ag(111). Facilitated by weak MOF-Ag(111) interactions, observation of the Kondo effect 

evinces the presence of local magnetic moments associated with the MOF valence band states. 

We rationalised the emergence of these local magnetic moments as a direct result of strong 

electron-electron interactions between the 2D DCA3Cu2 kagome MOF electrons. This is in 

agreement with a previous prediction on the same system [64]. The enhancement in electron 

interactions is given by the localised nature of the DCA LUMO—which the MOF valence band 

states are primarily built from—and the reduced Coloumb screening given by the reduced 
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dimensionality (2D vs 3D) of the DCA-Cu kagome structure. This, therefore, represents the 

first observation of a strongly correlated many-electron phenomenon in a 2D organic kagome 

system. These findings on the 2D DCA3Cu2 kagome MOF on Ag(111) presents self-assembled 

2D organic materials as viable platform for tuneable electron correlations. This opens new 

avenues for the research and subsequent development of 2D organic materials with exotic 

quantum phases (e.g, Mott insulating phase [282, 309], quantum spin liquids [310, 311], 

topologically non-trivial phases [283–285]) driven by these strong electron-electron 

interactions. This enables the incorporation of these materials with non-trivial phases in next-

generation electronics (e.g., Mott-metal phase transitions for field-effect transistors [324, 325]; 

and topologically non-trivial phases for energy-efficient spintronic devices [285]). Popular 

classes of materials that exhibit strong electron-electron interactions include twisted 2D 

materials and heavy fermion materials. In twisted 2D materials, strong electron-electron 

interactions manifest because of interactions between two monolayers (one situated on top the 

other) oriented at a specific angle, i.e., twist angle, with respect to each other [326]. However, 

this effect is extremely sensitive to the twist angle [312]. In heavy fermion materials, strong 

electron-electron interactions are introduced, for example, via costly rare-earth atoms with 

highly localised f-orbitals [313]. Strong electron-electrons arising from the intrinsic kagome 

geometry and (inexpensive) organic material composition (e.g., in 2D DCA3Cu2 kagome 

MOF), therefore, paves the way for 2D strongly correlated materials beyond that of twisted 2D 

materials and heavy fermion materials. 

The findings of this thesis have led to the formulation of new and interesting questions 

that would make for excellent follow-up experiments and research: the likelihood of charging 

for the DCA molecules on Ag(111) was found to depend sensitively on the DCA adsorption 

height on Ag(111) (Chapter 3). The DCA adsorption height, in turn, depended subtly on the 

DCA adsorption site on Ag(111). Here, it would be interesting to investigate the exact 

configuration of these molecules with respect to the underlying Ag(111) surface atoms and how 

these result in varying adsorption heights. The outcome of these questions can help direct the 

tailoring of molecular morphology (e.g., molecular size) to achieve a desired molecular 

adsorption height, i.e., to tune the metal-molecule distance. As highlighted previously, tuning 

the metal-molecule distance means tuning the screening strength by the underlying metal and 

tuning the strength of interactions (i.e., potential barrier) between the metal and molecule. 

Furthermore, throughout this thesis we considered substrates with a hexagonal 

symmetry (Ag(111) and hBN). It would be interesting to investigate the impact of substrate 

symmetry on the structural and electronic properties of the self-assembled 2D organic 

nanostructures. Here, a first proposal would be to study the DCA molecules on Ag(100). This 

substrate is a promising candidate, as Ag(100), like Ag(111), is a noble metal surface with a 
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low chemical reactivity [327]. However, unlike Ag(111), Ag(100) has a square lattice structure 

and does not exhibit a Shockley surface state near the Fermi level [86]. The different surface 

packing densities for the different Ag surfaces can lead to a difference in how the DCA 

molecules are arranged on Ag(100) compared to Ag(111). This may further lead to a difference 

in the average DCA adsorption height on Ag(100) compared to Ag(111). Understanding these 

differences, if any, can help inform the choice of metal electrodes for metal-molecule contacts 

in 2D molecular-based devices.  

In Chapter 5, we explored 2D MOFs where the metal-ligand bonding is facilitated by 

the coordination of DCA molecules with Cu adatoms. Here, this system necessitates the 

exploration of using different transition metal adatoms as part of the MOF coordination 

structure. A prime candidate would be to use Au atoms instead of Cu atoms. Both atoms have 

similar valence orbital characters (single electron in the 4s and 6s orbitals for Cu and Au, 

respectively). Theoretical predictions have been made that the free-standing DCA3Au2 kagome 

structure is topologically non-trivial [63]. Experimental progress, on the other hand, include 

only limited success at synthesising the structure on Au(111) [73]. Here, synthesising the 2D 

DCA3Au2 kagome structure on Ag(111) would prove useful for a comparative study with the 

2D DCA3Cu2 kagome structure on Ag(111). In particular, the predicted unit cell lattice constant 

for the 2D DCA3Au2 kagome structure is bigger than that for the 2D DCA3Cu2 kagome structure 

[63]. Naively, the larger unit cell could translate to a decrease in the electron-electron 

interaction strength (i.e., due to a lower electron density) in the DCA-Au kagome structure 

compared to the DCA-Cu kagome structure. The results of these follow-up experiments can 

highlight ways to enhance or to diminish electron-electron interactions within self-assembled 

2D organic materials. 

Lastly, a natural extension to the results presented in Chapter 5 and Chapter 6, is to 

translate the synthesis protocol for 2D DCA3Cu kagome MOF on Ag(111) onto a more 

technologically relevant substrate such as hBN/Cu(111). Growing the MOF structure on this 

decoupling layer would better preserve the MOF states and would make it tenable for gate-able 

devices [122] e.g., organic field effect transistors where the hBN layer acts as a gate dielectric 

layer [318, 319]. Furthermore, the study of the 2D DCA3Cu2 kagome MOF on hBN/Cu(111) 

would be promising for two reasons: (i) enhanced electron-electron interactions between the 

MOF electrons; and (ii) unscreened magnetic moments. The absence of a metallic substrate for 

the DCA-Cu kagome MOF structure grown on hBN/Cu(111) implies the absence of screening 

of charges within the MOF by underlying free conduction electrons. This lack of screening, 

should in principle, enhance the Coulomb repulsion between the MOF electrons [compared to 

the DCA3Cu2 kagome MOF on Ag(111)]. The absence of these free conduction electrons also 

implies the absence of screening of any local magnetic moments within the MOF, i.e., Kondo 
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screening is highly unlikely on hBN/Cu(111). These local magnetic moments, therefore, would 

be detectable by spin-sensitive probing techniques such as spin-polarised STM [328, 329] 

(unlike on Ag(111) where the spins are screened). These factors make the resulting MOF on 

hBN/Cu(111) an exciting playground to study strong electron-electron interactions and their 

resulting electronic (e.g., via STM and STS) and magnetic (e.g., via spin-polarised STM) 

quantum phases. 

Overall, this thesis expounds the impact of different intermolecular (e.g., hydrogen 

bonding, metal-ligand bonding, Coulomb repulsion) and substrate-mediated (e.g., metal 

screening, metal-molecule potential barrier, 2DEG interface state, surface work function 

modulation) interactions on the structural and electronic properties of on-surface organic self-

assemblies. Combined with (i) the tunability and self-assembly capability of organic molecules 

and (ii) the emergence of novel quantum effects in low-dimensional materials (e.g., strong 

electron correlations), this thesis paves the way for atomically engineered 2D organic 

nanostructures with tailored electronic and structural properties for the implementation in next-

generation electronics. 
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DCA Monolayers on Ag(111) 
 

Here, I present further details supporting the results presented on self-assembled DCA 

monolayers grown on Ag(111) such as in Chapter 3. 

A.1 Theoretical Methods 
The following details all the calculations, as performed by Dr. Yuefeng Yin, that were used to 

complement the experimental findings in Chapter 3. 

The electronic structures of isolated DCA (Figure 3.5f) and DCA adsorbed on Ag(111) 

(Figure 3.4) were calculated by Density Functional Theory (DFT) as implemented in the 

Vienna ab initio simulation package (VASP) [330]. The Perdew-Burke-Ernzerhof (PBE) form 

of the generalised gradient approximation (GGA) was used to describe electron exchange and 

correlation [331] while a semi-empirical functional (DFT-D2) was used to describe dispersion 

forces [332]. In all relevant calculations, the plane-wave kinetic energy cut-off was set to 600 

eV and all structures were relaxed until the ionic forces were smaller than 0.01 eV/Å. The 

Brillouin zone was sampled in a 9 × 9 × 1 Γ-centred cell for accurate calculations of the 

electronic structures. 

A.2 DCA/Ag(111) Domains and Superstructure Periodicity 
Given the three equivalent crystallographic axes <1,1,0> of Ag(111), and the relationship 

between these crystallographic axes and vectors {𝐚𝐚𝟏𝟏,𝐚𝐚𝟐𝟐} defining a primitive unit of the 

molecular self-assembly (see section 3.2), there are six equivalent molecular domains. That is, 

two mirror-symmetric domains associated with each crystallographic axis <1,1,0>; see Figure 

A.1. It is important to note that the periodicity of the superstructure defined by the field-induced 

charging of DCA (unit cell vectors {𝐜𝐜𝟏𝟏, 𝐜𝐜𝟐𝟐}; see section 3.2) can change slightly throughout the 

extent of the molecular film. That is, the relationship between vectors {𝐜𝐜𝟏𝟏, 𝐜𝐜𝟐𝟐} and {𝐚𝐚𝟏𝟏,𝐚𝐚𝟐𝟐} [and 

hence {𝐯𝐯𝟏𝟏,𝐯𝐯𝟐𝟐} defining a unit cell of Ag(111)] can vary slightly from one molecular domain to 

another, but remains commensurate. In Figure 3.5 and Figure 3.7 of Chapter 3 (where the 

periodicity of the superstructure along 𝐚𝐚𝟏𝟏 is of 39 molecules), the relationship between {𝐜𝐜𝟏𝟏, 𝐜𝐜𝟐𝟐}, 

{𝐚𝐚𝟏𝟏,𝐚𝐚𝟐𝟐} is as follows:  

� 
𝐜𝐜𝟏𝟏
𝐜𝐜𝟐𝟐 � = �33/2 −1

6 2 � � 
𝐚𝐚𝟏𝟏
𝐚𝐚𝟐𝟐 � (Eq. A.1) 
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That is, 𝐚𝐚𝟏𝟏 = 155/39𝐯𝐯𝟏𝟏 (≈ 3.97𝐯𝐯𝟏𝟏), 𝐚𝐚𝟐𝟐 = 45/78𝐯𝐯𝟏𝟏 + 3𝐯𝐯𝟐𝟐 (≈ 0.577𝐯𝐯𝟏𝟏 + 3𝐯𝐯𝟐𝟐) and ∠(𝐚𝐚𝟏𝟏,𝐚𝐚𝟐𝟐) = 50 

± 2°. This is very similar to the unit cell of the molecular domain in Figure 1 of the main text, 

where 𝐚𝐚𝟏𝟏 = 199/50𝐯𝐯𝟏𝟏 (= 3.98𝐯𝐯𝟏𝟏), 𝐚𝐚𝟐𝟐 = 14/25𝐯𝐯𝟏𝟏 + 3𝐯𝐯𝟐𝟐 (= 0.56𝐯𝐯𝟏𝟏 + 3𝐯𝐯𝟐𝟐) and ∠(𝐚𝐚𝟏𝟏,𝐚𝐚𝟐𝟐) = 53 ± 

1°. We can also observe this in Figure A.1, where the vectors 𝐜𝐜𝟐𝟐 for each of the six equivalent 

molecular domains are different relative to {𝐚𝐚𝟏𝟏,𝐚𝐚𝟐𝟐}. We attribute these slight variations to: (i) 

the long range of the superstructure periodicity with respect to the molecular arrangement (i.e., 

the large number of molecular domain unit cells comprised in a superstructure unit cell can 

vary, with the relationship between vectors {𝐚𝐚𝟏𝟏,𝐚𝐚𝟐𝟐} and {𝐯𝐯𝟏𝟏,𝐯𝐯𝟐𝟐} remaining quasi-identical); 

and (ii) boundary effects, e.g., confinement of molecular domains to Ag(111) terraces of finite 

size, and morphology of boundaries between different molecular domains. Even if the unit cell 

of the 2D charging lattice may vary slightly due to the long-range periodicity of the 

superstructure, these variations remain small, with the superstructure unit cell area of 42 ± 5 

nm2. 

 
Figure A.1: Different DCA monolayer domains on Ag(111). (a)-(f) Constant-current STM images (𝑉𝑉b 
= –2.4 V, 𝐼𝐼t = 50 pA) showing the six equivalent molecular domains of DCA on Ag(111). White dashed 
lines: <1,1,0> crystallographic axis of Ag(111). Molecular arrangement in (a) [(b), (c)] is mirror-
symmetric to that of (d) [(e), (f), respectively]. The molecular self-assembly unit cell vectors, 
{𝐚𝐚𝟏𝟏, 𝐚𝐚𝟐𝟐} (black arrows), and superstructure lattice vector, 𝐜𝐜𝟐𝟐 (cyan arrows), for each domain are 
superimposed. Note that the superstructure for each of these six molecular domains differs relative to 
{𝐚𝐚𝟏𝟏, 𝐚𝐚𝟐𝟐} with (a) 𝐜𝐜𝟐𝟐 = 4𝐚𝐚𝟏𝟏 + 2𝐚𝐚𝟐𝟐, (b) 𝐜𝐜𝟐𝟐 = 5𝐚𝐚𝟏𝟏 + 2𝐚𝐚𝟐𝟐, (c) 𝐜𝐜𝟐𝟐 = 6𝐚𝐚𝟏𝟏 + 2𝐚𝐚𝟐𝟐, (d) 𝐜𝐜𝟐𝟐 = 6𝐚𝐚𝟏𝟏 + 2𝐚𝐚𝟐𝟐, (e) 
𝐜𝐜𝟐𝟐 = 5𝐚𝐚𝟏𝟏 + 2𝐚𝐚𝟐𝟐, and (f) 𝐜𝐜𝟐𝟐 = 3𝐚𝐚𝟏𝟏 + 2𝐚𝐚𝟐𝟐. 

A.3 dI/dV STS measurements for molecules M0 to M39 (negative bias range) 
Figures A.2b,c show point d𝐼𝐼/d𝑉𝑉 spectra for DCA molecules M0 to M39 along 𝐚𝐚𝟏𝟏 (see Figure 

A.2a) for −2.7 V < 𝑉𝑉b < −1.0 V. Note that, due to the periodicity of this molecular domain, 

M0 is equivalent to M39. We observe that the absolute value |𝑉𝑉∗| of the charging bias onset (i.e., 
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bias voltage corresponding to the negative differential conductance dip) increases the further a 

molecule is from M0 along 𝐚𝐚𝟏𝟏 (M0 to M10). For molecules M29 to M39 (i.e., as the distance to M0 

diminishes, given that M39 is equivalent to M0), |𝑉𝑉∗| decreases. Note that these measurements 

were performed for the same molecules as in Figure 3.7 of Chapter 3. 

 

Figure A.2: V* measurements for different molecules along a1 in a DCA monolayer. (a) Constant-
current STM image (𝑉𝑉b = –2.4 V, 𝐼𝐼t = 50 pA) of the same molecular domain as in Figure 3.7 of Chapter 
3. Here, the bias-dependent charging behaviour of DCA along 𝐚𝐚𝟏𝟏 repeats after 39 molecules. (b)-(c) 
d𝐼𝐼/d𝑉𝑉 STS measurements (set point 𝑉𝑉b = –20 mV, 𝐼𝐼t = 5 pA on top of M0) in the negative bias regime 
for molecules M0 to M39 as indicated in (a). The charging bias onsets, 𝑉𝑉∗, correspond to the voltage 
positions of the negative differential conductance dips in the spectra. 

A.4 Topography Contribution to Constant Height dI/dV maps 
Figures A.3a,b show the constant-height (d𝐼𝐼/d𝑉𝑉) (x, y) maps of Figures 3.5c,d of Chapter 3, 

at 𝑉𝑉b = 0.15 and 0.30 V, after normalising [i.e., such that 0 ≤ (d𝐼𝐼/d𝑉𝑉)norm(x, y)  ≤ 1] and 

dividing by the normalised tunnelling current map 𝐼𝐼norm(x, y) (0 ≤ 𝐼𝐼norm(x, y) ≤ 1). The 

increased d𝐼𝐼/d𝑉𝑉 intensity observed at the anthracene extremities when 𝑉𝑉b = 0.30 V (black 

arrows in Figure A.3b and in the corresponding intensity line profile in Figure A.3f) is a 

signature of the LUMO. This LUMO signature at the anthracene extremities is corroborated in 

Figures A.3c,d, showing the normalised d𝐼𝐼/d𝑉𝑉 maps subtracted by the normalised tunnelling 

current map 𝐼𝐼norm(x, y) (at 𝑉𝑉b = 0.15 and 0.30 V), and in Figure A.3e, showing the difference 

Δ(𝑑𝑑𝐼𝐼 𝑑𝑑𝑉𝑉⁄ )norm(𝑥𝑥,𝑦𝑦) =  (𝑑𝑑𝐼𝐼 𝑑𝑑𝑉𝑉⁄ )norm(𝑥𝑥,𝑦𝑦)|𝑉𝑉b=300 mV − (𝑑𝑑𝐼𝐼 𝑑𝑑𝑉𝑉⁄ )norm(𝑥𝑥,𝑦𝑦)|𝑉𝑉b=150 mV. 

The lack of intensity at the molecule centre (red arrows) for (𝑑𝑑𝐼𝐼 𝑑𝑑𝑉𝑉⁄ )norm/𝐼𝐼norm (Figures 

A.3a,b), (𝑑𝑑𝐼𝐼 𝑑𝑑𝑉𝑉⁄ )norm −  𝐼𝐼norm (Figures A.3c,d) and Δ(𝑑𝑑𝐼𝐼 𝑑𝑑𝑉𝑉⁄ )norm (Figure A.3e) indicates 
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that the features seen at the centre of the molecules in Figures 3.5c,d of Chapter 3 are mainly 

an effect of topography.  

 
Figure A.3: Topography contribution to constant height dI/dV maps. (a)-(b) Constant-height 
(𝑑𝑑𝐼𝐼 𝑑𝑑𝑉𝑉⁄ )norm/𝐼𝐼norm and (c)-(d) (𝑑𝑑𝐼𝐼 𝑑𝑑𝑉𝑉⁄ )norm–𝐼𝐼norm maps (for bias voltages 𝑉𝑉b displayed). (e) 
Δ(𝑑𝑑𝐼𝐼 𝑑𝑑𝑉𝑉⁄ )norm = (𝑑𝑑𝐼𝐼 𝑑𝑑𝑉𝑉⁄ )norm|𝑉𝑉b=300 mV – (𝑑𝑑𝐼𝐼 𝑑𝑑𝑉𝑉⁄ )norm|𝑉𝑉b=150 mV where (𝑑𝑑𝐼𝐼 𝑑𝑑𝑉𝑉⁄ )norm(𝑥𝑥, 𝑦𝑦) = 
(𝑑𝑑𝐼𝐼/𝑑𝑑𝑉𝑉)(𝑥𝑥,𝑦𝑦)/(𝑑𝑑𝐼𝐼/𝑑𝑑𝑉𝑉)max and 𝐼𝐼norm(𝑥𝑥, 𝑦𝑦) = 𝐼𝐼(𝑥𝑥, 𝑦𝑦)/𝐼𝐼max, calculated using data in Figures 3.5c,d of 
Chapter 3. (f) Intensity line profiles along lines in (a) – (e). Increased intensity at black colored arrow 
locations when 𝑉𝑉b = 300 mV are due to the LUMO which has strong contributions from the anthracene 
extremities (data taken with tip retracted 50 pm from STM set point 𝑉𝑉b = –20 mV, 𝐼𝐼t = 5 pA measured 
on top of central molecule; red arrow). 

A.5 Determination of VLUMO and tip-sample distance 
We determined 𝑉𝑉LUMO (as seen in Figure 3.7c) by fitting our d𝐼𝐼/d𝑉𝑉 spectra at positive biases 

(Figure 3.5b of Chapter 3) with a sum of a Fermi-Dirac distribution-like function an 

exponentially modified Gaussian function [333]: 

(d𝐼𝐼/d𝑉𝑉)fit(𝐸𝐸) =
𝑎𝑎

exp(− (𝐸𝐸 − 𝐸𝐸IS) 𝑏𝑏⁄ ) + 1
+
𝑐𝑐 exp�−1
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(Eq. A.2) 

  

where a, b, c, g, e, k, are free fitting parameters. 𝐸𝐸IS is the interface state onset which was 

experimentally measured to be ~ 117 mV. We performed a constant background subtraction 

such that d𝐼𝐼/d𝑉𝑉 = 0 for 𝑉𝑉b < 0 before the fitting procedure. We associate 𝑉𝑉LUMO with the 

position (in energy) of the apex of the exponentially modified gaussian which is given by the 

following formula: 
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(Eq. A.3) 

where erfcxinv(…) is the inverse of the scaled complementary error function. Figure A.4a 

shows an example of a fitted d𝐼𝐼/d𝑉𝑉 curve taken on M20 (black circles: experimental data; solid 

red curve: fit) with 𝑉𝑉LUMO = 355 ± 10 mV. The uncertainty in 𝑉𝑉LUMO is determined through the 

propagation of the uncertainties (standard deviation) in the fitting parameters. 

The tip-molecule distance in section 3.5 corresponding to the set point of 𝑉𝑉b = –0.02 

V, 𝐼𝐼t = 5 pA at the location M0, 𝑧𝑧setpoint, was estimated by using Eq. 3.8. Figure A.4b shows 

the value obtained for each molecule (excluding M11 to M24) referred to in Figure 3.7 of Chapter 

3. The dashed blue line indicates the weighted mean value for all data shown, resulting in 

〈𝑧𝑧setpoint〉 = 5.8 ± 0.3 Å (uncertainty in weighted mean). 

 

Figure A.4: Determination of VLUMO and tip-sample distance in Chapter 3. (a) Experimental d𝐼𝐼/d𝑉𝑉 
curve (black circles) and fit (solid red curve) taken above molecule M20. 𝑉𝑉LUMO corresponds to the energy 
position of the exponentially modified Gaussian peak. (b) Estimated tip-molecule distance 𝑧𝑧setpoint as a 
function of molecule label (corresponding to molecules in Figure 3.7 of Chapter 3). This results in 
〈𝑧𝑧setpoint〉 = –5.8 ± 0.3 Å which was used to fix 𝑧𝑧 = 0 in Figure 3.7 of Chapter 3. 
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DCA/Ag(111) Interface State Dispersion 
 

In Chapter 4, I presented results on the dispersion of a 2D free-electron-like state at the interface 

between DCA submonolayers and an underlying Ag(111) substrate. Here I provide further 

pertinent details. 

B.1 Interface State Dispersion Along High-Symmetry Directions 
In section 4.3, I showed, via FT-STS measurements, the extracted dispersion relation, 𝐸𝐸(𝐤𝐤), 

for electrons in the DCA/Ag(111) interface state along 𝚪𝚪′–𝚪𝚪–𝚪𝚪′ direction indicated here in 

Figure B.1a. For completeness, here I show the dispersion relation, 𝐸𝐸(𝐤𝐤), along all the high-

symmetry directions: 𝚪𝚪′–𝚪𝚪–𝚪𝚪′, 𝐇𝐇𝟏𝟏′–𝚪𝚪–𝐇𝐇𝟏𝟏′, 𝐂𝐂′–𝚪𝚪–𝐂𝐂′, 𝐇𝐇𝟐𝟐′–𝚪𝚪–𝐇𝐇𝟐𝟐′, 𝚪𝚪′–𝚪𝚪–𝚪𝚪′, and 

𝐇𝐇𝐇𝐇′–𝚪𝚪–𝐇𝐇𝐇𝐇′ as seen in Figures B.1b-g below.  

 

Figure B.1: Dispersion, E(k), plots along DCA/Ag(111) high-symmetry directions. (a) Fourier-
transformed STS (FT-STS) map reproduced here from Figure 4.5a of Chapter 4. Scalebar: 4 nm−1. (b)-
(g) 𝐸𝐸(𝐤𝐤) dispersion for the DCA/Ag(111) interface state along the indicated high-symmetry directions 
indicated in the FT-STS in (a). The data in (b)-(g) were fitted assuming a free-electron model (black fit 
curves) using Eq. 4.1. Additionally, the data were fitted with second order correctios to the free-electron 
dispersion relation (blue fit curves) using Eq. 4.2.  

B.2 RMSE Calculations for Evaluating Dispersion Fits 
In section 4.3, we presented fits to the extracted dispersion data, 𝐸𝐸(𝐤𝐤), for the DCA/Ag(111) 

interface state using the unperturbed (free) electron model and 2nd order corrections to the free 

electron model given by Eq. 4.1 and Eq. 4.2, respectively (e.g., see Figure 4.5d). How well 
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these models capture the trend in our data was evaluated by calculating the fit residuals 

(difference between the fit and the data; see residual plot in Figure 4.5d) and the subsequent 

root-mean-square errors (RMSE) for the resulting fits. The RMSE can be calculated using a 

weighted or an unweighted scheme. The unweighted RMSE calculated using: 

RMSE = �∑ [𝐸𝐸(𝐤𝐤𝑖𝑖) − 𝐸𝐸fit(𝐤𝐤𝑖𝑖)]2 𝑖𝑖

𝑁𝑁
 (Eq. B.1) 

where 𝐸𝐸(𝐤𝐤𝑖𝑖) and 𝐸𝐸fit(𝐤𝐤𝑖𝑖) are the data and fitted value to the data at 𝐤𝐤𝑖𝑖 and 𝑁𝑁 is the number of 

data points. The weighted RMSE, on the other hand is calculated using: 

RMSE𝑤𝑤 = �
∑ 𝑤𝑤𝑖𝑖 ∙ [𝐸𝐸(𝐤𝐤𝑖𝑖) − 𝐸𝐸fit(𝐤𝐤𝑖𝑖)]2 𝑖𝑖

∑ 𝑤𝑤𝑖𝑖 𝑖𝑖
 (Eq. B.2) 

where 𝑤𝑤𝑖𝑖 are the weights associated with the ith [𝐸𝐸(𝐤𝐤𝑖𝑖) − 𝐸𝐸fit(𝐤𝐤𝑖𝑖)]2 term. Here, the weights 

are related to the uncertainties in the data at 𝐤𝐤𝑖𝑖, 𝛿𝛿𝐸𝐸(𝐤𝐤𝑖𝑖):  

𝑤𝑤𝑖𝑖 = �
1

𝛿𝛿𝐸𝐸(𝐤𝐤𝑖𝑖)
�
2
 (Eq. B.3) 

The calculated weighted and unweighted RMSE for the different fits to our entire experimental 

𝐸𝐸(𝐤𝐤) dataset is summarised in Table B.1. The resulting fits were indistinguishable for most of 

the experimental dataset except for high |𝐤𝐤| values. To evaluate the resulting fits at this high 

|𝐤𝐤| regime, we further calculated the RMSE for the fits to our experimental data, 𝐸𝐸(𝐤𝐤), where 

|𝐤𝐤| > 1.9 nm−1. We find that in all cases, the fit using 2nd order corrections to the free electron 

expression, i.e., using Eq. 4.2, yielded a better agreement with our experimental data. 

 Full Experimental Range High |𝐤𝐤| regime  

 𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑 (mV) 𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝒘𝒘 (mV) 𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑 (mV) 𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝒘𝒘 (mV) 
Free 

Electron 
14.11 2.79 23.42 19.90 

2nd Order 
Correction 11.33 2.70 18.86 15.42 

Difference 2.81 
(–19.7 %) 

0.09 
(–3.3 %) 

4.56 
(–19.5 %) 

4.48 
(–22.5 %) 

Table B.1: RMSE for fits to experimentally measured DCA/Ag(111) interface state dispersion. The 
table shows the calculated unweighted and weighted root-mean-square errors (RMSE and RMSE𝑤𝑤, 
respectively) for the fits to the experimentally measured DCA/Ag(111) interface state dispersion, 𝐸𝐸(𝐤𝐤) 
discussed in section 4.3. Here, we also calculated the relevant RMSE and RMSE𝑤𝑤 values for the fits to 
𝐸𝐸(𝐤𝐤) with |𝐤𝐤| restricted to values greater than 1.9 nm−1, i.e., high |𝐤𝐤| regime. In this regime, we note 
deviations of 𝐸𝐸(𝐤𝐤) from a parabolic/free electron behaviour (see Figure 4.5d). In all cases the RMSE 
value is lower for the fit to 𝐸𝐸(𝐤𝐤) using 2nd order corrections to the free electron model. 
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B.3 Band Structure Calculation  
In section 4.4, we calculated the band structure for the interface state electrons by solving the 

central equation given by Eq. 4.5. Here, I outline how this was done. For simplicity, we will 

solve Eq. 4.5 for an electron in a 1D periodic potential, 𝑈𝑈(r). We will further assume that the 

only non-zero Fourier coefficients, 𝑈𝑈𝐺𝐺 , to the periodic potential are those associated with ±𝐺𝐺. 

Since the real-space potential, 𝑈𝑈(r), must be a real function, we have that 𝑈𝑈𝐺𝐺  = 𝑈𝑈−𝐺𝐺 [84]. 

Recasting Eq. 4.5 as a matrix equation, we obtain: 

⎝

⎜⎜
⎜
⎛

  

… … … … … … …
… 𝜆𝜆𝑖𝑖+2𝐺𝐺 − 𝜖𝜖 −𝑈𝑈𝐺𝐺 0 0 0 …
… −𝑈𝑈𝐺𝐺 𝜆𝜆𝑖𝑖+𝐺𝐺 − 𝜖𝜖 −𝑈𝑈𝐺𝐺 0 0 …
… 0 −𝑈𝑈𝐺𝐺 𝜆𝜆𝑖𝑖 − 𝜖𝜖 −𝑈𝑈𝐺𝐺 0 …
… 0 0 −𝑈𝑈𝐺𝐺 𝜆𝜆𝑖𝑖−𝐺𝐺 − 𝜖𝜖 −𝑈𝑈𝐺𝐺 …
… 0 0 0 −𝑈𝑈𝐺𝐺 𝜆𝜆𝑖𝑖−2𝐺𝐺 − 𝜖𝜖 …
… … … … … … ⋯

  

⎠

⎟⎟
⎟
⎞

⎝

⎜⎜
⎜
⎛

  

…
𝐶𝐶𝑖𝑖+2𝐺𝐺
𝐶𝐶𝑖𝑖+𝐺𝐺
𝐶𝐶𝑖𝑖
𝐶𝐶𝑖𝑖−𝐺𝐺
𝐶𝐶𝑖𝑖−2𝐺𝐺

… ⎠

⎟⎟
⎟
⎞

= 0 (Eq. B.4) 

where 𝜆𝜆𝑖𝑖 =  ℏ2𝑘𝑘2 2𝑚𝑚∗⁄ , 𝜖𝜖 = 𝐸𝐸(𝑘𝑘), and 𝐶𝐶𝑖𝑖’s are Fourier coefficients for the electron 

wavefunction. For practical calculations, we truncate the matrix in Eq. B.4 by constraining 

|𝐺𝐺| < 𝐺𝐺max. For example, if we let 𝐺𝐺max = 2𝐺𝐺, we obtain:  

⎝

⎜
⎛

  

𝜆𝜆𝑖𝑖+2𝐺𝐺 − 𝜖𝜖 −𝑈𝑈𝐺𝐺 0 0 0
−𝑈𝑈𝐺𝐺 𝜆𝜆𝑖𝑖+𝐺𝐺 − 𝜖𝜖 −𝑈𝑈𝐺𝐺 0 0

0 −𝑈𝑈𝐺𝐺 𝜆𝜆𝑖𝑖 − 𝜖𝜖 −𝑈𝑈𝐺𝐺 0
0 0 −𝑈𝑈𝐺𝐺 𝜆𝜆𝑖𝑖−𝐺𝐺 − 𝜖𝜖 −𝑈𝑈𝐺𝐺
0 0 0 −𝑈𝑈𝐺𝐺 𝜆𝜆𝑖𝑖−2𝐺𝐺 − 𝜖𝜖

  

⎠

⎟
⎞

⎝

⎜
⎛

  

𝐶𝐶𝑖𝑖+2𝐺𝐺
𝐶𝐶𝑖𝑖+𝐺𝐺
𝐶𝐶𝑖𝑖
𝐶𝐶𝑖𝑖−𝐺𝐺
𝐶𝐶𝑖𝑖−2𝐺𝐺

  

⎠

⎟
⎞

= 0 (Eq. B.5) 

which can be solved for the eigenenergies, 𝜖𝜖, by taking the determinant of the matrix:  

�
�  

𝜆𝜆𝑖𝑖+2𝐺𝐺 − 𝜖𝜖 −𝑈𝑈𝐺𝐺 0 0 0
−𝑈𝑈𝐺𝐺 𝜆𝜆𝑖𝑖+𝐺𝐺 − 𝜖𝜖 −𝑈𝑈𝐺𝐺 0 0

0 −𝑈𝑈𝐺𝐺 𝜆𝜆𝑖𝑖 − 𝜖𝜖 −𝑈𝑈𝐺𝐺 0
0 0 −𝑈𝑈𝐺𝐺 𝜆𝜆𝑖𝑖−𝐺𝐺 − 𝜖𝜖 −𝑈𝑈𝐺𝐺
0 0 0 −𝑈𝑈𝐺𝐺 𝜆𝜆𝑖𝑖−2𝐺𝐺 − 𝜖𝜖

  �
� = 0 (Eq. B.6) 

Solving Eq. B.6 for 𝑘𝑘’s all over the Brillouin zone allows, then, for the construction of the band 

structure 𝐸𝐸(𝑘𝑘). However, here we are limited to the first five energy bands of the band structure. 

This is a result of truncating the matrix in Eq. B.4. By considering a larger 𝐺𝐺max, we can solve 

for higher energy bands. This procedure can be generalised to our case (see section 4.4) where 

the electron is in a 2D periodic potential that is more intricate (i.e., more non-zero Fourier 

coefficients to real-space potential than the one considered above). 
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DCA3Cu2 Kagome MOF on Ag(111) 
 

Here, I present further details supporting the results presented in Chapter 5 on the self-

assembled DCA3Cu2 kagome MOFs grown on Ag(111). 

C.1 Theoretical Methods 
The following details all the theoretical calculations that were used to complement the 

experimental findings in Chapter 5. All these calculations, except for those involving the 

electron plane wave expansion (EPWE) model, were performed by a collaborator, Mr. Bernard 

Field (co-supervised by Prof. N. Medhekar and Dr. Agustin Schiffrin). 

C.1.1 Electron plane wave expansion (EPWE) model  

In section 5.3, we presented simulated local density of states (LDOS) for free electrons in a 2D 

potential, 𝑈𝑈(𝐫𝐫), following a kagome geometry (as shown in Figure 5.8d). This was done using 

the EPWE model as described in ref. [278]. This model aims to solve the central equation for 

𝐸𝐸(𝐤𝐤) and the coefficients 𝐶𝐶𝐤𝐤 [84]: 

𝐻𝐻�
ℏ2|𝐤𝐤|2

2𝑚𝑚∗ − 𝐸𝐸(𝐤𝐤)�𝐶𝐶𝐤𝐤 = �𝑈𝑈𝐆𝐆
𝐆𝐆

𝐶𝐶𝐤𝐤−𝐆𝐆 
                                      

(Eq. C.1) 

Here, the sum is performed over the reciprocal lattice vectors, 𝐆𝐆, for the 2D kagome geometry 

in Figure 5.8d. 𝑈𝑈𝐆𝐆 and 𝐶𝐶𝐤𝐤, respectively, are the coefficients in the Fourier expansions for the 

2D potential, 𝑈𝑈(𝐫𝐫), and for the wavefunction solution, 𝜓𝜓𝐤𝐤(𝐫𝐫), for the system:  

𝜓𝜓𝐤𝐤(𝐫𝐫) = �𝐶𝐶𝐤𝐤−𝐆𝐆
𝐆𝐆

𝑒𝑒𝑖𝑖(𝐤𝐤−𝐆𝐆)∙𝐫𝐫 
                                      

(Eq. C.2) 

and 

𝑈𝑈(𝐫𝐫) = �𝑈𝑈𝐆𝐆
𝐆𝐆

𝑒𝑒𝑖𝑖𝐆𝐆∙𝐫𝐫 
                                      

(Eq. C.3) 

Within this model, Eq. C.1 is solved numerically (using matrix inversion) by terminating the 

expansions in Eq. C.2 and Eq. C.3 at some finite reciprocal lattice vector such that |𝐆𝐆| ≤ 𝐺𝐺max 

(similar to the procedure described in Appendix B.3). Having found 𝐸𝐸(𝐤𝐤) and 𝐶𝐶𝐤𝐤, the LDOS, 

at a location 𝐫𝐫 and as a function of energy, 𝐸𝐸0, for the system is computed via: 

LDOS(𝐸𝐸0, 𝐫𝐫) = �|𝜓𝜓𝐤𝐤(𝐫𝐫)|2 𝛿𝛿(𝐸𝐸0 − 𝐸𝐸(𝐤𝐤))
𝐤𝐤

 
                                      

(Eq. C.4) 
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To ensure a reasonable LDOS output, the summation above was carried out with an energy 

binning of 30 mV rather than a strict delta function. Finally, the simulated LDOS data is shifted 

appropriately in energy to line up as best as possible with the experimental data. This is justified 

because there is a freedom of choice in the energy offset afforded by this model. 

C.1.2 Density functional theory (DFT) calculations 

Spin-polarised density functional theory (DFT) calculations were performed (by Mr. Bernard 

Field) as implemented in the Vienna Ab-initio Simulation Package (VASP) [330]. The Perdew-

Burke-Ernzerhof (PBE) functional under the generalised gradient approximation (GGA) was 

used to describe exchange-correlation effects [331]. Projector augmented wave (PAW) 

pseudopotentials were also used [334, 335]. A 400 eV cut-off was used for the plane wave basis 

set. A semi-empirical potential developed by Grimme (DFT-D3) was used to describe van der 

Waals forces [336]. For an enhanced description of electron correlations for d electrons, 

Dudarev’s implementation of DFT+U [337] was used. Within this computational framework 

we considered a systematic variation of U (e.g., see Figure 5.13a) which represents a correction 

term to the interactions between electrons occupying the Cu 3d states (𝑈𝑈 = 0 for substrate). 

Values of large 𝑈𝑈 (i.e., 𝑈𝑈 > 3 eV) is not inconsistent with other values in the literature [338]. 

Structural relaxations were performed with a 3×3×1 Monkhorst-Pack Gamma-centred 

k-points grid, with ionic positions relaxed until Hellman-Feynman force on each atom was less 

than 0.01 eV/Å. Relaxation was performed without DFT+U. Relaxation of free-standing 

DCA3Cu2 kagome structure used Gaussian smearing with a width of 0.05 eV, while relaxation 

of DCA3Cu2 on a metal substrate used first order Methfessel Paxton smearing with a width of 

0.2 eV. 

For calculations on a metal substrate, we used a three-atom thick metal slab, with 

hydrogen atoms on the bottom surface as a passivation layer. The bottom layer of metal atoms 

was frozen in place at their bulk coordinates during structural relaxation. 15 Å of vacuum 

spacing above the slabs was included to minimise interactions between their periodic images. 

For DCA3Cu2 kagome on Ag(111), a 7×7 silver supercell was used, with the bulk lattice 

constant of the primitive unit cell the same as the experimental value of 2.889 Å [120]. Further, 

we used a unit cell that was commensurate with the underlying substrate due to boundary 

condition and computational constraints, despite the evidence of disorder (see section 5.2a). 

For DCA3Cu2 kagome on Cu(111), an 8×8 Cu supercell was used, with the experimental bulk 

lattice constant of 2.554 Å [120], and an adsorption geometry chosen to match our nc-AFM 

measurements, namely the Cu atoms of the MOF in hollow sites of Cu(111) (see Figure 5.5b). 
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For accurate calculation of the electronic structure of DCA3Cu2/Ag(111) system 

without considering spin, we used a 7×7×1 k-points grid and considered the self-consistency 

cycle to be converged when the energy changed by less than 10-4 eV between steps. Tetrahedral 

interpolation with Blöchl corrections was used for Brillouin zone integration. These parameters 

were adequate to converge the charge density for further calculations of the band structure and 

density of states (DOS) with finer k-point sampling. For calculations with spin polarisation, a 

dense 11×11×1 k-points grid and an energy convergence criterion of 1×10-6 eV was used due 

to small energy scales involved for different spin configurations. DOS calculations used a 

15×15×1 k-points grid and Gaussian smearing with a width of 0.05 eV while keeping the charge 

density constant. 

For spin configurations, we tested initial conditions where all the carbon atoms in a 

DCA molecule were either spin up, spin down or without spin. We tested each unique 

combination of DCA spins up to symmetry (which gives six distinct permutations for three-

fold rotational symmetry and time-reversal symmetry). We then presented the data for the 

lowest energy spin configuration. We note that, for our calculations of DCA3Cu2 kagome on a 

metal, where a low spin configuration was energetically favoured, no high spin configurations 

remained after self-consistency was achieved. 

Charge and spin densities were partitioned using DDEC6 in order to assign spin and 

charge to the components of the DCA3Cu2 kagome MOF and the metal substrate [339–342]. 

We also performed partitioning with Bader charge analysis for comparison purposes [343]. We 

found that the predictions by DDEC of the charge transfer between the MOF and metal substrate 

were far more robust than those made by Bader analysis. DDEC calculations show a transfer 

of ~0.3 electrons per primitive unit cell from MOF to Ag(111) (see Appendix C.9). The spin 

analysis was found to be reasonably consistent between Bader and DDEC. 

For isolated molecules, such as DCA and Cu2DCA, calculations were performed with 

the Gamma point only, with a Gaussian smearing width of 0.05 eV and no van der Waals 

corrections. Vibrational mode calculations (see subsection 5.4.4) were performed by 

calculating the Hessian matrix by central differences with a step size of 0.015 Å, as 

implemented in VASP. 

Finally, all structure visualization were performed with the VESTA software package [344]. 

C.1.3 Mean-field Hubbard (MFH) model  
To gain insight into how variables such as electron-electron interactions, supercell size, electron 

filling and disorder affect the kagome lattice, we investigated (courtesy of Mr. Bernard Field) 

the Hubbard model, which we solved using the Hartree-Fock mean-field approximation 
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assuming collinear spins (making it equivalent to Hartree theory). This approximation treats 

the problem as a single-particle problem with a potential which depends on the electron density, 

which needs to be solved self-consistently from the single electron eigenstates. In this regard, 

the mean-field Hubbard model treats many-body effects in a similar manner to DFT, albeit with 

a simpler potential. The mean-field Hubbard Hamiltonian is:  

𝐻𝐻 = −𝑡𝑡 � �𝑐𝑐𝑖𝑖,σ
† 𝑐𝑐𝑗𝑗,σ�

〈𝑖𝑖,𝑗𝑗〉,σ

+ 𝑈𝑈MFH��𝜋𝜋𝑖𝑖,↑〈𝜋𝜋𝑖𝑖,↓〉 + 𝜋𝜋𝑖𝑖,↓〈𝜋𝜋𝑖𝑖,↑〉 − 〈𝜋𝜋𝑖𝑖,↑〉〈𝜋𝜋𝑖𝑖,↓〉�
𝑖𝑖

 
                                      

(Eq. C.5) 

where 𝑐𝑐i,σ
†  creates a spin σ at lattice site 𝑖𝑖, 𝜋𝜋𝑖𝑖,σ is the number operator for spin σ electrons at site 

𝑖𝑖, and 〈𝜋𝜋𝑖𝑖,σ〉 is the average or ‘mean-field’ spin σ electron density at site 𝑖𝑖 (and may take a value 

between 0 and 1). The parameter 𝑡𝑡 is the nearest-neighbour hopping parameter, and its 

corresponding sum is taken over nearest-neighbour pairs. 𝑈𝑈MFH is the Hubbard on-site 

interaction parameter, which has a related but distinct definition compared to 𝑈𝑈 used in DFT+U 

calculations. Here 𝑈𝑈MFH represents all electron-electron interactions, in the basis of the kagome 

lattice, while the 𝑈𝑈 in DFT+U accounts for some of the interactions not captured by the Hartree 

and approximate exchange-correlation functionals, and only in the Cu d orbitals. 

We wrote a Python script to solve the mean-field Hubbard Hamiltonian. We briefly 

summarise the algorithm here. For the initial ansatz for the electron density 〈𝜋𝜋𝑖𝑖,σ〉, we typically 

use a random electron density produced by a symmetric Dirichlet distribution with a high 

concentration parameter for the spin up and down electron densities separately. Keeping the 

mean-field electron density constant, the Hubbard Hamiltonian is divided into spin up and down 

sectors and solved for its single particle eigenvalues 𝜖𝜖𝑗𝑗,𝜎𝜎 and eigenvectors 𝜈𝜈𝑖𝑖,𝑗𝑗,σ (with 𝑖𝑖 indexing 

site, 𝑗𝑗 indexing eigenstate and 𝜎𝜎 indexing spin). We determine the new electron density by 

filling eigenstates according to the Fermi Dirac distribution: 

𝐹𝐹(𝐸𝐸,𝑇𝑇) = 1 (𝑒𝑒𝐸𝐸 𝑇𝑇⁄ + 1)⁄  (Eq. C.6) 

using a small ‘temperature’ 𝑇𝑇 (we use 𝑇𝑇 = 0.1𝑡𝑡). The chemical potential 𝜇𝜇 is found by solving 

for the total electron number 𝑁𝑁𝑒𝑒: 

𝑁𝑁𝑒𝑒 = �𝐹𝐹�𝜖𝜖𝑗𝑗,𝜎𝜎 − 𝜇𝜇,𝑇𝑇�
𝑗𝑗,𝜎𝜎

 
                                      

(Eq. C.7) 

The output electron density is obtained from the elements of the eigenvectors by: 

〈𝜋𝜋𝑖𝑖,𝜎𝜎out〉 = �𝐹𝐹�𝜖𝜖𝑗𝑗,𝜎𝜎 − 𝜇𝜇,𝑇𝑇�
𝑗𝑗

�𝜈𝜈𝑖𝑖,𝑗𝑗,𝜎𝜎�
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(Eq. C.8) 

and the energy by: 
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(Eq. C.9) 

The difference between the input and output electron densities are quantified by the residual: 

Residual = ���〈𝜋𝜋𝑖𝑖,𝜎𝜎out〉 − 〈𝜋𝜋𝑖𝑖,𝜎𝜎in 〉�
2

𝑖𝑖

 
                              

(Eq. C.10) 

If the residual is sufficiently small, then the calculation has reached self-consistency. 

Otherwise, we construct a new ansatz for the electron density by mixing the new and old 

electron densities. For mixing, we use simple mixing followed by direct inversion of the 

iterative subspace (DIIS) (also known as Pulay mixing) [345]. This process is repeated until 

self-consistency is achieved. Simple mixing sets the new density to be a linear combination of 

the input and output densities: 

〈𝜋𝜋𝑖𝑖,𝜎𝜎〉 = 𝛼𝛼〈𝜋𝜋𝑖𝑖,𝜎𝜎out〉+ (1 − 𝛼𝛼)〈𝜋𝜋𝑖𝑖,𝜎𝜎in 〉 (Eq. C.11) 

where 𝛼𝛼 is an empirically chosen parameter between 0 and 1. We typically use a value of 0.5, 

although smaller values are useful for systems where convergence is difficult. 

Once simple mixing has reduced the residual to below a threshold, which we chose to 

be 0.01, we changed to using DIIS [345]. We used the algorithm of ref. [346], which allows for 

expansion of the subspace using only DIIS, with checking for linear dependencies done by 

inspection of the condition number. DIIS provided a two-fold increase in convergence speed 

compared to simple mixing, consistent with ref. [346]. On the rare occasion that DIIS became 

badly behaved, we found that a few steps of simple mixing corrected the procedure. We used 

DIIS until the residual was less than 10–4. 

For the calculations of the magnetic moment of the mean-field Hubbard model in the 

kagome lattice, we used a 6×6 supercell with periodic boundary conditions and a 4×4 

Monkhorst-Pack k-point grid. We took 𝑡𝑡 = 1 for simplicity. To search for the ground state, we 

sampled different initial electron densities, stepping through ratios of spin up to spin down 

electrons and trialling several different random initial configurations for each initial 

magnetization. Among these trials, the one with the lowest energy was kept and its data 

reported. 

For a direct comparison with the DFT results, we also did calculations with a single 

unit cell while sampling the Brillouin zone with a 25×25 Monkhorst-Pack k-point grid. We fit 

the DFT spin configuration on the DCA molecules to the Hubbard model to find the Hubbard 

𝑈𝑈MFH which minimised the difference between the DFT and Hubbard model spin densities (as 

measured by the 2-norm). The DFT spin density and a uniform charge density was used as the 
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initial configuration for the Hubbard model in this fitting calculation. The parameters of interest 

were the net magnetization: 

〈𝑚𝑚〉 = ��〈𝜋𝜋𝑖𝑖,↑〉 − 〈𝜋𝜋𝑖𝑖,↓〉�
𝑖𝑖

/𝑁𝑁sites 
                                      

(Eq. C.12) 

 
 

where 𝑁𝑁sites is the number of sites in the lattice, and the local magnetic moment: 

�〈𝑚𝑚2〉 = ����〈𝜋𝜋𝑖𝑖,↑〉 − 〈𝜋𝜋𝑖𝑖,↓〉�
2

𝑖𝑖

� /𝑁𝑁sites 

                                       

(Eq. C.13) 

which is a measure of the magnitude of the magnetic moment on each lattice site. 

C.1.4 STM simulations  

Simulated STM images (such as in Figure 5.13c) were calculated under the Tersoff-Hamann 

approximation, as implemented in HIVE-STSM [347], integrating over states from –100 meV 

to the Fermi level. 

C.2 Subtle Satellite Peaks in dI/dV STS Data 

 
Figure C.1: Differential conductance measurements at the DCA molecular centre with various tips. 
In addition to the peaks observed at ±17.3 mV, ±43.5 mV, and ±75.6 mV (black dashed lines), we observe 
subtler peaks at energies of ±56.3 mV, ±85.8 mV (red dashed lines). Different tips seem to accentuate 
some of these side peaks more than others. d𝐼𝐼/d𝑉𝑉 STS set point: 𝑉𝑉b = –250 mV, 𝐼𝐼t = 0.5 nA adjusted at 
the DCA molecular centre. 
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We acquired d𝐼𝐼/d𝑉𝑉 STS data at the DCA molecule centre using different tips to ensure that 

any features in the d𝐼𝐼/d𝑉𝑉 signal that we observe are intrinsic to the sample and are not related 

to the tip (see Figure C.1). In addition to the satellite peaks observed at ~±17mV, ~±43 mV, 

and at ~±72 mV (black dashed lines; these peaks were observed at other high-symmetry 

locations within the DCA3Cu2 MOF locations but with much lower intensities), we note that 

we can identify additional features near the Fermi level at ~±56 mV, and ~±85 mV (red dashed 

lines). Therefore, we rule out that these features are tip-related artefacts. 

C.3 dI/dV STS Measurements along High-symmetry Lines 
We acquired d𝐼𝐼/d𝑉𝑉 STS data along two high symmetry lines in the DCA3Cu2 kagome system 

(see Figure C.2): (i) along the DCA long molecular axis (Figure C.2b); and (ii) along a CuA-

CuB axis (Figure C.2c). In this case, we can note that at biases |𝑉𝑉b| > 40 mV, there is greater 

intensity in the d𝐼𝐼/d𝑉𝑉 signal on the DCA molecular centre compared to the DCA anthracene 

extremities and the Cu atoms. For biases |𝑉𝑉b| < 40 mV, the opposite is true, i.e., there is greater 

intensity in the d𝐼𝐼/d𝑉𝑉 signal on the DCA anthracene extremity sites and the Cu atoms compared 

to the DCA molecular centre. 

 
Figure C.2: Differential conductance measurements along high-symmetry lines for the DCA3Cu2 
kagome structure. (a) Constant-current STM image of DCA3Cu2 kagome structure on Ag(111) (set 
point: 𝑉𝑉b = 20 mV, 𝐼𝐼t = 50 pA). (b) Differential conductance, d𝐼𝐼/d𝑉𝑉 STS data along a DCA long 
molecular axis [magenta dashed line in (a); set point: 𝑉𝑉b = –200 mV, 𝐼𝐼t = 0.4 nA] where the disk marker 
in (a) indicates x = 0 nm position. (c) Differential conductance, d𝐼𝐼/d𝑉𝑉 STS data along CuA-CuB axis 
[green dashed line in (a); set point: 𝑉𝑉b = –200 mV, 𝐼𝐼t = 0.4 nA] where the disk marker in (a) indicates x 
= 0 nm position. At |𝑉𝑉b| > 43 mV, there is a greater intensity in the d𝐼𝐼/d𝑉𝑉 signal on the DCA molecular 
centre than on the Cu atoms or the DCA anthracene extremities. Conversely, for |𝑉𝑉b| < 43 mV there is 
greater intensities, in the d𝐼𝐼/d𝑉𝑉 signal, at the Cu atoms positions and the DCA anthracene extremities 
than on the DCA molecular centre. 



180 Appendix C: DCA3Cu2 Kagome MOF on Ag(111) 
 

C.4 Near-Fermi dI/dV Maps 
Here, I show d𝐼𝐼/d𝑉𝑉 STS maps performed on the DCA3Cu2/Ag(111) kagome MOF (see Figure 

C.3). The maps here were performed at energies corresponding to the energies where the 

satellite/side peaks were observed in the d𝐼𝐼/d𝑉𝑉 STS data at the high-symmetry locations within 

the 2D MOF. 

 
Figure C.3: dI/dV STS maps obtained at energies corresponding to side peaks observed in dI/dV 
data at high symmetry locations in DCA3Cu2/Ag(111). (a) Constant-current STM image of DCA3Cu2 
kagome structure on Ag(111) (set point: 𝑉𝑉b = –200 mV, 𝐼𝐼t = 500 pA). (b)-(j), Differential conductance, 
d𝐼𝐼/d𝑉𝑉 STS maps of the DCA3Cu2 kagome structure on Ag(111) taken at biases indicated in each panel 
and following the topography of the corresponding STM images in panel (a). The maps here were 
acquired using a multi-pass (MP) approach (see subsection 2.3.4). The first pass recorded the STM 
topographic profile with a scanning speed of 1.6 nm s–1 and with a constant-current set point: 𝑉𝑉b = –200 
mV, 𝐼𝐼t = 500 pA. The second pass recorded the d𝐼𝐼/d𝑉𝑉 signal using the lock-in technique while following 
the recorded profile in the first pass. The second pass was scanned with a scanning speed of 0.8 nm s–1. 
In all cases, a lock-in amplifier frequency of 1.13 kHz and a lock-in modulation amplitude of 10 mV and 
was used. Scale bars: 2 nm. DCA structure imposed as a guide. Red dashed circles in (b)-(j) indicate the 
extent of the kagome pores. 

C.5 Tip-sample Distance-dependent dI/dV STS Measurements 
It has been reported in literature that the tip can influence the electronic properties of the system: 

strong tip-sample interactions can lead to conformational changes in the molecular system 

being probed and consequently alter the electronic features observed in the d𝐼𝐼/d𝑉𝑉 signal [348]. 

Alternatively, for systems where the adsorbates are weakly interacting with the substrate, the 

tip can have a gating effect and result in the shifting of electronic features in the d𝐼𝐼/d𝑉𝑉 signal 

which has a known dependence on the tip-sample distance (as seen in Chapter 3). 

To rule out any tip-induced changes in the electronic structure of our system, we 

performed tip-sample distance-dependent d𝐼𝐼/d𝑉𝑉 STS measurements. We looked for any 

changes in the ZBP features in our system. Figures C.4a-c show d𝐼𝐼/d𝑉𝑉 STS measurements 

acquired on a (a) CuA, (b) CuB, and (c) DCA anthracene extremity sites at representative tip 

heights of 0 pm, 50 pm and 100 pm relative to a fixed set point (𝑉𝑉b = –300 mV, 𝐼𝐼t = 1.5 nA). 

Unsurprisingly, the signal intensity decreases monotonically with increasing tip-sample 

distance. Qualitatively, however, the shape of the d𝐼𝐼/d𝑉𝑉 signals remain unperturbed. Figure 
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C.4d shows the ZBP peak intensity (normalized by d𝐼𝐼/d𝑉𝑉 signal at 𝑉𝑉b = –300 mV) for each of 

the three sites as a function of tip-sample distance. We note that there is a very slight decrease 

in the peak intensity as the tip-sample distance is increased. We rationalize this trend with the 

fact that as the tip-sample distance is increased, the background d𝐼𝐼/d𝑉𝑉 signal, to which the 

peak height is measured relative to, becomes saturated at the noise level. Therefore, we can 

interpret that the peak intensity remains essentially constant with tip-sample distance. From this 

we conclude that there is no strong tip-induced changes on the electronic properties of the 

DCA3Cu2/Ag(111) kagome system. 

 
Figure C.4: Tip-sample distance-dependent dI/dV STS data at the high symmetry locations within 
the DCA3Cu2/Ag(111) MOF. (a)-(c) Differential conductance data taken at a (a) CuA, (b) CuB, and (c) 
DCA anthracene extremity sites at various tip-sample distances. A set point of 𝑉𝑉b = –300 mV, 𝐼𝐼t = 1.5 
nA was used for all measurements. Subsequently, the tip was retracted from the sample by an amount 
ranging from 0 pm to 100 pm (as indicated). Qualitatively, the shape of the data looks similar with 
increasing tip-sample distance despite the decrease in the ZBP intensity. (d) The ZBP peak intensity, 
normalized by the d𝐼𝐼/d𝑉𝑉 intensity at –300 mV, as function of tip-sample distance showing only minor 
changes with tip-sample distance. This excludes any strong tip-induced field-effect on the ZBP features. 
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C.6 Thermal Smearing in Temperature-dependent dI/dV STS Data 
For reference, we have plotted the result of the fitting procedure in described in subsection 5.4.1 

without considering thermal broadening in the d𝐼𝐼/d𝑉𝑉 acquisition of the ZBPs, i.e., Eq. 5.1. 

Figure C.5a shows the half width at half maximum (HWHM), 𝛾𝛾, as a function of temperature 

where 𝛾𝛾 is the HWHM of the ZBPs in our d𝐼𝐼/d𝑉𝑉 data without thermal smearing considered. 

We find that while there is agreement between 𝛾𝛾(𝑇𝑇) and Eq. 5.10 of the Chapter 5 at lower 

temperatures (where thermal smearing is negligible), there is a greater deviation between them 

at higher temperatures (where thermal smearing is more dominant). The only free parameter in 

Eq. 5.10 is the Kondo temperature, 𝑇𝑇𝐾𝐾, which is constrained by low-temperature measurements 

since Γ(𝑇𝑇 → 0) = √2𝑘𝑘𝐵𝐵𝑇𝑇𝐾𝐾. The slope of Eq. 5.10 for 𝑇𝑇 ≫ 𝑇𝑇𝐾𝐾, is 𝑑𝑑Γ 𝑑𝑑𝑇𝑇⁄ → 𝜋𝜋𝑘𝑘𝐵𝐵, i.e., it is fixed 

regardless of 𝑇𝑇𝐾𝐾. Figure C.5b (reproduced here from Figure 5.10a) shows Γ(𝑇𝑇) where Γ is the 

HWHM of the ZBPs with thermal smearing considered. 

 

Figure C.5: Extracted HWHM of ZBP in dI/dV data without and with thermal smearing 
considered. (a) Extracted HWHM, γ, for the ZBPs in the 𝑑𝑑𝐼𝐼/𝑑𝑑𝑉𝑉 STS curves acquired over CuA (red), 
CuB (green) and DCA anthracene extremity (cyan) sites at different temperature without accounting for 
thermal broadening (see subsection 5.4.1). Dashed lines are fits to the Kondo trend described by Eq. 5.1 
of Chapter 5 showing disagreement at higher temperatures where thermal broadening is increasingly 
dominant. (b) Extracted HWHM, Γ, for 𝑑𝑑𝐼𝐼/𝑑𝑑𝑉𝑉 STS curves acquired over CuA (red), CuB (green) and 
DCA anthracene extremity (cyan) sites at different temperatures. The data for CuA and DCA anthracene 
extremity sites have been reproduced here from Figure 5.10a of Chapter 5 (dashed lines; fits using Eq. 
5.1 of Chapter 5). Here we see good agreement between the Kondo trend and the data at all temperatures. 
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C.7 Spatial-dependent dI/dV STS Data 
It has been reported widely in literature that the temperature dependence for the ZBP amplitude 

can be used to independently corroborate the obtained Kondo temperature as well as to infer 

the spin state of the system (e.g., whether the system is in a S = 1/2 or S = 1 spin state) [31]. In 

our measurements however, establishing such a trend was not possible. In Figure C.6 we show 

the d𝐼𝐼/d𝑉𝑉 STS measurements performed on five different DCA anthracene extremity sites 

(Figure C.6a) and five different CuA sites (Figure C.6b) with the same tip and same STM set 

point. Figure C.6c shows the measured peak intensity (extracted by fitting a Fano function for 

the CuA ZBP and a Lorentzian function for the DCA anthracene extremity ZBP; see subsection 

5.4.1 for fitting details) for the each of the different sites (red). Our measurements show that 

the ZBP heights vary considerably from one site to another. In principle, ZBP heights extracted 

from d𝐼𝐼/d𝑉𝑉 STS measurements at the same location at different temperatures can yield a 

reliable trend. However, it was not feasible to perform temperature-dependent d𝐼𝐼/d𝑉𝑉 STS 

measurements on the same location with the exact same tip due to experimental difficulties 

(e.g., thermal drift).  

 
Figure C.6: ZBP spatial dependence measurements. (a)-(b) Differential conductance, d𝐼𝐼/d𝑉𝑉 STS data 
taken at (a) different DCA anthracene extremity sites and at (b) different CuA sites within the DCA3 Cu2 
kagome MOF on Ag(111) (set point: 𝑉𝑉b = –250 mV, 𝐼𝐼t = 1 nA). (c) Extracted HWHM (blue) and the 
extracted peak intensity (red) from the curves in (a) and (b) via fitting procedure as outlined in subsection 
5.4.1. The HWHM does not show huge variations between the different sites while the peak intensity 
depends strongly on the site at which the d𝐼𝐼/d𝑉𝑉 data curve was acquired. 
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 Despite this, the extracted HWHM for the curves in Figures C.6a,b is fairly constant 

as seen in Figure C.6c (blue) for the different CuA and the DCA anthracene extremity sites. 

This is unsurprising, as the HWHM is intrinsic to the system and should be somewhat 

insensitive to the exact probe location, set point, and the kind of tip used. This justifies our trend 

of the HWHM as a function of temperature obtained in Figure 5.10a of Chapter 5 which were 

extracted from different DCA anthracene extremity and CuA sites. 

C.8 Band Structure Calculations  
The calculations presented here, in this section, were all performed by Mr. Bernard Field. 

Figure C.7a shows the DFT+U calculated band structure for the freestanding DCA3Cu2 

kagome structure with 𝑈𝑈 = 0 eV and a charge depletion of 0.25 electrons per UC [to match 

calculated charge for DCA3Cu2 kagome structure on Ag(111)]. As noted in the Chapter 5, the 

kagome structure hosts Dirac bands and a flat band (at ~0.2 eV). The projected density of states 

onto the DCA LUMO (blue) and Cu 3d (green) states show that the kagome bands have a 

largely molecular character with little contribution from the Cu 3d states. Figure C.7b shows 

the DFT+U calculated spin-polarized band structure for the freestanding DCA3Cu2 kagome 

structure with 𝑈𝑈 = 3eV (and a charge depletion of 0.25 electrons per UC). The spin-polarized 

bands resemble that of the case with 𝑈𝑈 = 0 eV (Figure C.7a) with some splitting between the 

spin-up (magenta) and spin-down (green) bands. We note that with the inclusion of 𝑈𝑈 > 0 eV, 

there is a break in symmetry in the electronic band structure, i.e., the K and M points in the 

Brillouin zones (BZ) (insets of Figures C.7a,b) are no longer equivalent. However, the band 

structure along other high symmetry directions e.g., Γ −𝑀𝑀1 − 𝐾𝐾1 − Γ, is qualitatively similar 

with that shown in Figure C.7b. 

Figure C.7c shows the DFT+U calculated band structure for the DCA3Cu2 kagome 

structure on Ag(111) with 𝑈𝑈 = 0 eV (reproduced here from the Figure 5.12a of Chapter 5). 

Figure C.7d shows the DFT+U calculated spin-polarized band structure for the DCA3Cu2 

kagome structure on Ag(111) with 𝑈𝑈 = 3 eV with the spin-up and spin-down bands shown by 

the magenta and green curves, respectively. The red and blue circles are projections onto the 

MOF spin-up and spin-down orbitals, respectively. Their relative sizes to one another represent 

the weight of the orbital projections. 

For reference, we plotted the DFT+U calculated band structure for the DCA3Cu2 kagome 

structures on Ag(111) and Cu(111) (with 𝑈𝑈 = 0 eV) in Figure C.8a and Figure C.8b, 

respectively. 
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Figure C.7: DFT calculated band structure for freestanding DCA3Cu2 and DCA3Cu2/Ag(111) 
kagome structure with and without U. (a)-(b) DFT+U calculated band structure for freestanding 
DCA3Cu2 with a charge depletion of 0.25 electrons per UC with U = 0 eV and 3 eV used in (a) and (b), 
respectively. The projected density of states (PDOS) plots are shown to the right. The Brillouin zone 
with the corresponding high symmetry points are shown inset with the Brillouin zone in (b) showing a 
break in symmetry due to the increased electron-electron interaction. In (b) the displayed band structure 
and PDOS are spin-polarized. (c)-(d) DFT+U calculated band structure for the DCA3Cu2 kagome 
structure on Ag(111) with U = 0 eV and 3 eV used in (c) and (d), respectively. The PDOS plots are 
shown to the right. In (c), the red circles are projection onto the DCA3Cu2 orbitals. In (d) the band 
structure and PDOS are spin-polarized. The red (blue) circles are projection onto the DCA3Cu2 spin-up 
(spin-down) orbitals. The results here are courtesy of Mr. Bernard Field. 

 
Figure C.8: DFT calculated band structure for DCA3Cu2/Ag(111) and DCA3Cu2/Cu(111) kagome. 
(a) DFT+U calculated band structure for the DCA3Cu2 kagome structure on Ag(111) with U = 0 eV. (b) 
DFT+U calculated band structure for the DCA3Cu2 kagome structure on Cu(111) with U = 0 eV. The red 
circles in (a) and (b) are projection onto the DCA3Cu2 orbitals. The results here are courtesy of Mr. 
Bernard Field. 
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C.9 MOF-substrate Charge Transfer  
To find the charge transfer between the DCA3Cu2 kagome structure and the metal substrate, we 

considered how the charge transfer changed with increasing DCA3Cu2-substrate separation. At 

the equilibrium position there is substantial overlap between the DCA3Cu2 and substrate charge 

densities, which makes partioning the charge density ambiguous. However, increasing the 

separation removes the overlap and makes determining the charge transfer simple. The 

following calculations, here in this section, were all performed by Mr. Bernard Field.  

We took the relaxed on-substrate geometry, vertically translated the DCA3Cu2 kagome 

structure atoms, then performed a single point electronic calculation to acquire the charge 

density, without spin or DFT+U for simplicity. The calculated charge transfer in Figure C.9 

shows that the DCA3Cu2 kagome structure tends to lose electrons to the substrate, with a greater 

charge transfer on Cu(111) than on Ag(111). At large distances, Bader and DDEC analysis (see 

Appendix C.1.2 for details on calculations) agree in their calculations of the charge transfer. 

However, they disagree at short distance where there is a strong overlap of the DCA3Cu2 and 

substrate orbitals. 

 
Figure C.9: MOF-substrate calculated charge transfer as function of MOF-substrate separation. 
Calculated charge transfer between DCA3Cu2 kagome structure and Ag(111) substrate (red curves) and 
Cu(111) substrate (blue curves) as a function of vertical displacement of the kagome structure from the 
respective substrates. At large separations, Bader (square markers) and DDEC (disk markers) analysis 
provide consistent results. At small separations, the two methods disagree, with DDEC analysis 
providing a more accurate estimate measure of the charge transfer. The results here are courtesy of Mr. 
Bernard Field. 

We found in Figure C.9 that the charge transfer calculated by DDEC varies 

monotonically and slowly with distance, while the charge density calculated by Bader varies 

non-monotonically and rapidly. At zero displacement, the charge density overlap between 
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DCA3Cu2 MOF and the substrate is high enough that grid-based ambiguities in determining 

the Bader partitions could lead to errors of approximately one electron. DDEC does not depend 

on the grid, instead fitting the charge to spherical functions and therefore does not share the 

same ambiguity as Bader. As such, for this system, we conclude that DDEC provides an 

accurate measure of the charge transfer while Bader does not.  

DCA3Cu2/Ag(111) has a charge transfer of 0.33 electrons (to the substrate) while 

DCA3Cu2/Cu(111) has a charge transfer of 0.76 electrons (to the substrate). This electron 

transfer is consistent with the work functions of the materials. We calculated the work function 

of DCA3Cu2 to be 3.95 eV, by subtracting the Fermi energy from the electrostatic potential in 

vacuum. This is approximately 1 eV less than the work functions of Cu(111) and Ag(111), 

which are 4.94 eV and 4.74 eV, respectively [120]. The lower work function of DCA3Cu2 

compared to the metals implies that there will be charge transfer from the DCA3Cu2 kagome 

structure to the Cu(111) and Ag(111) substrate. The lower Ag(111) work function between the 

two substrates mean that there will be a lower charge transfer from the DCA3Cu2 kagome 

structure to Ag(111) compared to Cu(111). This agrees with the calculations in Figure C.9. 

The band structures for the DCA3Cu2 kagome structures vertically translated from the 

Ag(111) and Cu(111) substrates by different amounts is shown in Figure C.10. The plots show 

the charge transfer (see the Fermi level at 0 eV) as well as the distortions of the DCA3Cu2 

kagome bands with the substrates as a function of vertical translation from the respective 

substrates. For vertical translations greater than 2 Å, distortions of the bands are negligible. The 

Fermi level, in this case, is below the Dirac point, indicating p-doping of the kagome structures. 

This is consistent with the DDEC charge analysis. 
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Figure C.10: Band structures for DCA3Cu2 on Ag(111) and Cu(111) as a function of vertical 
displacement from the respective substrates. DFT-calculated band structures for (a) 
DCA3Cu2/Ag(111) and (b) DCA3Cu2/Cu(111) where the relaxed on-surface structure was vertically 
translated away from the surface by the distance indicated at the top of the plots. The red-marked parts 
of the band structures correspond to the MOF orbitals. The results here are courtesy of Mr. Bernard Field. 

C.10 Magnetic Moment and Spin Density Calculations 
All the calculations presented in this section were performed by Mr. Bernard Field and serves 

to rationalise the experimental findings presented in Chapter 5. 

C.10.1 DFT+U local magnetic moment calculation 

In addition to DFT+U calculations performed on DCA3Cu2 kagome structure on Ag(111), we 

performed similar calculations on Cu(111) (see Appendix C.1.2 for calculation details). Figure 

C.11a shows the DFT+U calculations for both DCA3Cu2 kagome structures on Ag(111) and 

Cu(111) (solid and dashed curves, respectively) ranging from 𝑈𝑈 = 0 to 5 eV. We find that there 

are negligible differences in the calculated charge transfer between the MOF and the substrates 

as a function of 𝑈𝑈 (red curves) with a calculated charge transfer of ~0.3e– and ~0.7e– from the 

MOF to the Ag(111) and Cu(111), respectively (consistent with the results in Appendix C.9). 
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The calculated average local magnetic moment per DCA in the MOF on Cu(111) shows ~0 μ𝐵𝐵 

for values up to 𝑈𝑈 = 5 eV (blue dashed curve) in stark contrast to the case on Ag(111) (blue 

solid curve). This is consistent with experimental d𝐼𝐼/d𝑉𝑉 STS measurements on Cu(111) where 

the Kondo effect was not observed [53] since there are no local magnetic moments to be 

screened by the underlying Cu(111) conduction electrons. 

We further explored the role of electron-electron interaction in the substrate atoms on 

the calculated magnetic moments per DCA for DCA3Cu2/Ag(111) as seen in Figure C.11b. We 

performed DFT+U calculations on DCA3Cu2/Ag(111) for 𝑈𝑈 between 0 and 5 eV and for 𝑈𝑈sub 

= 0, 3 and 5 eV, where 𝑈𝑈sub refers to the correction term for electron-electron interaction on 

the Ag 3d orbital in the Ag substrate. We find that the MOF-to-substrate charge transfer 

decreases with increasing 𝑈𝑈sub (red curves) and that the average magnetic moment per DCA 

molecule increases with greater 𝑈𝑈sub for a fixed 𝑈𝑈 for DCA3Cu2/Ag(111). Despite this, with 𝑈𝑈 

= 0 eV, the average magnetic moment per DCA molecule remains small for values 𝑈𝑈sub < 5 

eV (�〈𝑚𝑚2〉 < 0.07 μ𝐵𝐵). This implies the greatest contribution to the increase in the average 

magnetic moment per DCA is electron-electron interaction term in the MOF rather than in the 

substrate, i.e., �〈𝑚𝑚2〉 per DCA is greater with 𝑈𝑈 = 3 eV and 𝑈𝑈sub = 0 eV than with 𝑈𝑈 = 0 eV 

and 𝑈𝑈sub = 5 eV (see Figure C.11b). With this, the presentation of theoretical results in Chapter 

5 with 𝑈𝑈sub = 0 eV is justified. 

 
Figure C.11: DFT+U local magnetic moment calculation for DCA3Cu2 kagome structure in gas 
phase, on Ag(111) and on Cu(111). (a) Local magnetic moment per DCA molecule (blue, right) and 
DDEC charge transfer (MOF-to-substrate, red, left) calculated for different values of 𝑈𝑈 (within DFT+U 
framework) for the DCA3Cu2 kagome structure on Ag(111) (solid lines) and on Cu(111) (dashed lines). 
(b) Local magnetic moment per DCA molecule (blue, right) and DDEC charge transfer (MOF-to-
substrate, red, left) calculated for different values of 𝑈𝑈 for DCA3Cu2/Ag(111) with different values of 
𝑈𝑈sub representing correction to the electron-electron interaction strength in the substrate Ag atoms. The 
results here are courtesy of Mr. Bernard Field. 
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C.10.2 DFT and MFH model-calculated magnetic phase diagrams 

Via DFT+U, we calculated the average magnetic moment per DCA, �〈𝑚𝑚2〉, as a function of 

both electron filling and 𝑈𝑈 for the freestanding DCA3Cu2 structure. The resulting magnetic 

phase diagram is shown in Figure C.12a. To determine the magnetic configuration of the 

system, we considered the normalized standard deviation of the magnetic moment, 𝜎𝜎𝑚𝑚 =

�〈𝑚𝑚2〉 − 〈𝑚𝑚〉2/�〈𝑚𝑚2〉. We classify our system according to the following: For 𝜎𝜎𝑚𝑚 < 0.02, the 

system is paramagnetic (PM). For 0.02 < 𝜎𝜎𝑚𝑚 < 0.1, the system is ferromagnetic (FM). For 𝜎𝜎𝑚𝑚 

> 0.9, the system is said to host a spin density wave (SDW). Finally, for 0.1 < 𝜎𝜎𝑚𝑚 < 0.9, we 

have a pinned phase (PIN), where localised spin down electrons are pinned in a sea of spin-up 

electrons. From Figure C.12a, we find that for low electron filling (~1/6), the system remains 

in a paramagnetic phase for 𝑈𝑈 < 6 eV. With increasing electron filling and moderate 𝑈𝑈 values 

(e.g., 𝑈𝑈 = 3 eV), the system hosts non-zero magnetic moments. In particular, with an electron 

filling of 7/24 which is close to the electron filling of DCA3Cu2 on Ag(111), as determined 

from our DFT calculations, we find that the system is paramagnetic for 𝑈𝑈 < 1eV and is said to 

be in a SDW phase for 𝑈𝑈 > 1 eV, consistent with DFT+U results for DCA3Cu2 on Ag(111).  

 
Figure C.12: Magnetic phase diagram calculated via DFT+U and MFH modelling for the DCA3Cu2 
kagome structure. (a) Local magnetic moment with respect to electron filling and 𝑈𝑈 for freestanding 
DCA3Cu2 calculated by DFT+U. (b) Local magnetic moment with respect to electron filling and 𝑈𝑈MFH 
calculated via MFH modelling for a single kagome unit cell. (c) Local magnetic moment with respect to 
electron filling and 𝑈𝑈MFH calculated via MFH modelling for a 6×6 kagome supercell. In all, cases, the 
red lines delineate the boundaries for the different phases for the kagome structure with PM, FM, SDW, 
and PIN referring to paramagnetic, ferromagnetic, spin density wave, and pinned metallic phases, 
respectively. The region enclosed in dashed rectangles (magenta) in (b) and (c) approximately correspond 
to the phase diagram in (a). These calculations were courtesy of Mr. Bernard Field. 

The mean-field Hubbard model (see Appendix C.1.3) was used to explore the effect of 

electron filling and electron-electron interactions on the magnetic properties of the 2D kagome 

lattice. Electron filling is given as 𝑁𝑁𝑒𝑒/2𝑁𝑁sites (see Appendix C.1.3) such that an electron filling 



C.10 Magnetic Moment and Spin Density Calculations 191 
 

 
 

of 1/2 has an average of one electron per lattice site. Neutral free DCA3Cu2 has an electron 

filling of 1/3, while DCA3Cu2/Ag(111) has a filling close to 7/24 and DCA3Cu2/Cu(111) has a 

filling close to 5/24. We tested electron fillings between 1/6 and 1/3 and on-site interaction, 

𝑈𝑈MFH, between 0 and 18𝑡𝑡. The resulting magnetic phase diagram for a single unit cell is shown 

in Figure C.12b. 

We found that, for a single unit cell, the local magnetic moment generally increases 

with increasing 𝑈𝑈MFH and electron filling, as shown in Figure C.12b. The increasing magnetic 

moment with 𝑈𝑈MFH is due to the energetic penalty of having spin up and down electrons occupy 

the same lattice site. The increasing magnetic moment with electron filling is due to having 

more electrons to interact with each other, enhancing electron-electron interactions, and by 

having more electrons to form magnetic moments. For intermediate 𝑈𝑈MFH, a SDW phase is 

preferred, where the net magnetization, 〈𝑚𝑚〉, is near zero while the local magnetic 

moment, �〈𝑚𝑚2〉, is nonzero. Ferromagnetism occurs at higher 𝑈𝑈MFH, where putting all 

electrons in a single spin channel is energetically favourable to having electrons of opposite 

spin which can interact. For sufficiently high 𝑈𝑈MFH, the spin saturates. The onset of 

ferromagnetism occurs at a lower 𝑈𝑈MFH for lower electron fillings, likely due to a smaller 

change in band energy needed to separate the spin channels at lower fillings and the greater 

frustration at higher fillings. Between the FM and SDW phases is a pinned phase, where 

localised spin down electrons are pinned in a sea of spin up electrons, with both a net 

magnetization and standard deviation greater than zero. A thorough investigation of the spin 

order in this system is beyond the scope of this work, although the spin order at 2/3 filling has 

already been investigated [286]. 

We further considered a 6×6 supercell kagome structure (see Appendix C.1.3). The 

resulting magnetic phase diagram (Figure C.12c) is in qualitative agreement with the results 

of the single unit cell calculation (Figure C.12b). The most notable difference between the two 

is that the local magnetic moment per kagome site, �〈𝑚𝑚2〉, is higher in the supercell case than 

in the single unit cell case (for the same electron filling and 𝑈𝑈MFH values). This is not too 

surprising since the single cell is very constrained in terms of what magnetic configurations can 

arise while the supercell has much more freedom to express magnetic order/disorder.  

To determine the parameters for the Hubbard model which reproduce the DFT results, 

we fit the spin density of the Hubbard model to the spin moments of the three DCA molecules 

obtained from our DFT results. It is a standard result that a non-interacting tight binding model 

of a kagome lattice has a bandwidth of six times the nearest-neighbour hopping constant. The 

freestanding DCA3Cu2 structure has a band structure which closely approximates an ideal 

kagome band structure. We calculated DCA3Cu2 to have a bandwidth of 321 meV. Therefore, 
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we can fix the hopping constant 𝑡𝑡 (within the MFH model) to be 53.5 meV. From fitting the 

DFT-calculated spin density of DCA3Cu2/Ag(111) with the MFH model spin density for a 

single unit cell, we found that our DFT+U results (i.e., spin density) with 𝑈𝑈 = 3 and 5 eV 

matches closely with that of the MFH model with 𝑈𝑈MFH = 6.63𝑡𝑡 = 0.355 eV and 𝑈𝑈MFH = 6.90𝑡𝑡 

= 0.369 eV, respectively. The 𝑈𝑈 = 0 eV case, with its small magnetization, could not be fit 

confidently, although we estimate it has 𝑈𝑈MFH < 6.5𝑡𝑡. 

Similar results were obtained for free-standing DCA3Cu2 with a charge depletion of 

0.25 per UC (i.e., electron filling of 7/24). The 𝑈𝑈 = 3 eV case matches closely with 𝑈𝑈MFH = 

6.49𝑡𝑡 = 0.347 eV, while the 𝑈𝑈 = 5 eV case matches closely with 𝑈𝑈MFH = 6.72𝑡𝑡 = 0.360 eV. 

Inspecting electron fillings between 1/6 and 1/3 per UC and values of 𝑈𝑈 up to 10 eV in Figure 

C.12a, our fitting procedure, for where the magnetization was non-zero and not saturated, gave 

values of 𝑈𝑈MFH between 5.5𝑡𝑡 (0.29 eV) and 8.5𝑡𝑡 (0.45 eV). Comparing the magnetic phase 

diagrams for DFT+U in Figure C.12a with that for a single unit cell of the MFH model in 

Figure C.12b, we find that they are indeed similar for 5.5𝑡𝑡  < 𝑈𝑈MFH <  8.5𝑡𝑡 (dashed magenta 

lines). This corroborates the fitting procedure. Furthermore, we note that the band structures 

calculated by MFH compare favourably with DFT-calculated band structures, albeit with a few 

minor differences, confirming the ability of our Hubbard model to reproduce the DFT results. 

Finally, Figure C.13 shows spin densities for the kagome supercell as considered by 

our MFH modelling for select 𝑈𝑈MFH and electron filling values. In particular, the spin densities 

in Figures C.13a,b correspond to the DFT+U spin density results for DCA3Cu2/Ag(111) for 𝑈𝑈 

= 3 eV and 𝑈𝑈 = 5 eV, respectively. 

 
Figure C.13: Spin densities as calculated by the MFH model for selected values of UMFH and 
electron filling, n. (a) Spin density most closely matches DFT+U calculations of DCA3Cu2/Ag(111) 
with 𝑈𝑈 = 3 eV. (b) Spin density most closely matches corresponding calculation with 𝑈𝑈 = 5 eV. (c)-(e) 
Selected other points in the SDW phase. Note that, due to the stochastic methods used, there may exist 
additional spin densities of similar or slightly lower energy, although the qualitative features should be 
consistent. These results were courtesy of Mr. Bernard Field.  
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C.11 Effect of Structural Disorder in DCA3Cu2/Ag(111) 
The results presented in this section are courtesy of Mr. Bernard Field. Using our MFH model 

(see Appendix C.1.3), we also explored the effect of disorder on the magnetic properties of our 

system. Disorder was modelled by applying random variations to the hopping parameters and 

on-site energy within the supercell. Specifically, the Hamiltonian we consider is given by:  

                    𝐻𝐻 = − � �𝑡𝑡𝑖𝑖𝑗𝑗𝑐𝑐𝑖𝑖,𝜎𝜎
† 𝑐𝑐𝑗𝑗,𝜎𝜎�

〈𝑖𝑖,𝑗𝑗〉,𝜎𝜎

+�𝜀𝜀𝑖𝑖𝜋𝜋𝑖𝑖,𝜎𝜎
𝑖𝑖,𝜎𝜎

+ 𝑈𝑈𝑀𝑀𝐹𝐹𝑀𝑀��𝜋𝜋𝑖𝑖,↑〈𝜋𝜋𝑖𝑖,↓〉 + 𝜋𝜋𝑖𝑖,↓〈𝜋𝜋𝑖𝑖,↑〉 − 〈𝜋𝜋𝑖𝑖,↑〉〈𝜋𝜋𝑖𝑖,↓〉�
𝑖𝑖

 

 

 

(Eq. C.14) 

where 𝑡𝑡𝑖𝑖𝑗𝑗 is randomly uniformly distributed on the interval [𝑡𝑡–𝛥𝛥𝑡𝑡/2, 𝑡𝑡+𝛥𝛥𝑡𝑡/2] and 𝜀𝜀𝑖𝑖 is randomly 

uniformly distributed on the interval [–𝛥𝛥𝜀𝜀/2, +𝛥𝛥𝜀𝜀/2]. From this Hubbard model, we find that 

disorder has a relatively small effect on the magnetic configuration. Very severe disorder has 

an effect similar to only a modest change in 𝑈𝑈MFH or electron filling. We considered 𝑈𝑈MFH = 

6.6𝑡𝑡 and an electron filling of ~0.28, which closely fits our DFT+U results for 

DCA3Cu2/Ag(111) with 𝑈𝑈 = 3 eV. Without disorder, �〈𝑚𝑚2〉 is 0.22 μ𝐵𝐵, while for extreme 

disorder on the order of the hopping constant we get a local magnetic moment of no more than 

0.34 μ𝐵𝐵, as shown in Figures C.14c,d. For comparison, increasing 𝑈𝑈MFH to 8𝑡𝑡 increases the 

local magnetic moment to 0.37 μ𝐵𝐵. It is possible that disorder may play some role not captured 

by our mean-field Hubbard model. It may be that Anderson localisation [349], a dynamical 

effect, enhances localisation of spins and thus enhances the Kondo effect in DCA-Cu/Ag(111) 

but not the ordered DCA-Cu/Cu(111). However, this is beyond the capabilities of our model. 
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Figure C.14: Effect of disorder on the magnetic properties of DCA3Cu2 via MFH modelling. (a)-
(b) Magnetic phase diagrams showing the (a) net magnetization and (b) local magnetic moment of the 
kagome supercell structure with respect to the electron filling and the Hubbard 𝑈𝑈MFH parameter. (c)-(d) 
Dependence of local magnetic moment on the disorder parameters 𝛥𝛥𝜀𝜀 and 𝛥𝛥𝑡𝑡, respectively, for 𝑈𝑈MFH = 
6.6𝑡𝑡 and an electron filling of ~0.28. The results here are courtesy of Mr. Bernard Field. 

C.12 Estimation of Exchange Interaction Energy, Jex 
In subsection 5.6.2, the exchange interaction energy, 𝐽𝐽ex, was estimated, within the formalism 

of the mean-field Hubbard model (MFH; see Appendix C.1.3), using the equation below:  

𝐽𝐽ex =
1

𝑁𝑁DCA
 (𝐸𝐸ES − 𝐸𝐸GS) (Eq. C.15) 

where 𝑁𝑁DCA is the number of DCA molecules (i.e., kagome sites) within the unit cell and where 
𝐸𝐸GS and 𝐸𝐸ES are the energies for the ground state and the excited paramagnetic state (as 
calculated by MFH), respectively. The ground state energy, 𝐸𝐸GS, was calculated using Eq. C.9 
as described in Appendix C.1.3. However, to calculate 𝐸𝐸ES, a uniform electron density and zero 
spin density (corresponding to a paramagnetic/non-magnetic state) were used in Eq. C.9. 
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DCA Monolayers on hBN/Cu(111) 
 

Here, I present further details supporting the results presented in Chapter 6 on the self-

assembled DCA monolayers on hBN/Cu(111).  

D.1 Different Moiré Superstructures for DCA/hBN/Cu(111) 
We observe different Moiré patterns for different DCA molecular domains on hBN/Cu(111) as 

seen in the STM images in Figures D.1a,b (𝑉𝑉b = 1.0 V, 𝐼𝐼t = 50 pA). 

 
Figure D.1: STM imaging of different self-assembled DCA domains on hBN/Cu(111). (a)-(b) 
Constant-current STM images of different DCA submonolayer domains on hBN/Cu(111) (𝑉𝑉b = 1.0 V, 𝐼𝐼t 
= 50 pA). The different DCA domains exhibit different Moiré superstructure periodicities with ‖𝐦𝐦𝟏𝟏‖ = 
‖𝐦𝐦𝟐𝟐‖ = 5.1 ± 0.5 nm; ∡(𝐦𝐦𝟏𝟏,𝐦𝐦𝟐𝟐) = 67 ± 1° in (a) and ‖𝐦𝐦𝟏𝟏‖ = ‖𝐦𝐦𝟐𝟐‖ = 12.6 ± 1.0 nm; ∡(𝐦𝐦𝟏𝟏,𝐦𝐦𝟐𝟐) = 62 
± 1° in (b). (c)-(d) Fourier transform of the STM images in (a), (b). The molecular peaks in the FT images 
(𝐚𝐚𝟏𝟏∗ , 𝐚𝐚𝟐𝟐∗ ; dashed magenta circles) correspond to the real-space lattice vectors, 𝐚𝐚𝟏𝟏, 𝐚𝐚𝟐𝟐 in (a), (b), 
respectively. About each molecular peak are six symmetrically located peaks (𝐦𝐦𝟏𝟏

∗ , 𝐦𝐦𝟐𝟐
∗ ; dashed cyan 

circles) corresponding to the real-space Moiré superstructures (𝐦𝐦𝟏𝟏,𝐦𝐦𝟐𝟐) in (a), (b), respectively. 
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Both the molecular domains in Figures D.1a,b are oriented the same and have similar unit cell 

vectors {𝐚𝐚𝟏𝟏, 𝐚𝐚𝟐𝟐} (see inset for Figures D.1a,b) but they show different Moiré superstructure 

periodicities characterised by the vectors {𝐦𝐦𝟏𝟏, 𝐦𝐦𝟐𝟐}. For the DCA molecular domain in Figure 

D.1a, we have ‖𝐦𝐦𝟏𝟏‖ = ‖𝐦𝐦𝟐𝟐‖ = 5.1 ± 0.5 nm; ∡(𝐦𝐦𝟏𝟏,𝐦𝐦𝟐𝟐) = 67 ± 1°. Whereas for the DCA 

molecular domain in Figure D.1b, we have ‖𝐦𝐦𝟏𝟏‖ = ‖𝐦𝐦𝟐𝟐‖ = 12.6 ± 1.0 nm; ∡(𝐦𝐦𝟏𝟏,𝐦𝐦𝟐𝟐) = 62 

± 1°. This is reflected in the Fourier transform (FT) of the respective STM images in Figures 

D.1a,b (see Figures D.1c,d). About each molecular peak in the FT images (dashed magenta 

circles; {𝐚𝐚𝟏𝟏∗ , 𝐚𝐚𝟐𝟐∗}) we see a set of six symmetrically located peaks (dashed cyan circles; 

{𝐦𝐦𝟏𝟏
∗ , 𝐦𝐦𝟐𝟐

∗}) which is associated with the Moiré superstructure in real-space i.e., the vectors 

{𝐦𝐦𝟏𝟏
∗ , 𝐦𝐦𝟐𝟐

∗}correspond to vectors {𝐦𝐦𝟏𝟏, 𝐦𝐦𝟐𝟐} in Figures D.1a,b. 

 



 

 


	Copyright Notice
	Abstract
	Declaration
	Publications During Enrolment
	Acknowledgements
	List of Figures
	List of Tables
	List of Abbreviations
	Table of Contents
	Chapter 1  Introduction
	1.1 Future of Electronics: Top-down vs Bottom-up
	1.2  Organic Molecules as Building Blocks
	1.3 Self-assembled 2D Organic Nanostructures: Progress and Challenges
	1.4 Thesis Objective and Scope

	Chapter 2  Experimental Overview
	2.1 Organic Nanomaterial Growth Techniques
	2.1.1 On-surface supramolecular chemistry
	2.1.2 Molecular-beam epitaxy
	2.1.3 Structural and electronic properties of substrates
	Ag(111) and Cu(111)
	hBN/Cu(111)

	2.1.4 Substrate preparation details
	Ag(111) and Cu(111)
	hBN/Cu(111)

	2.1.5 Sample preparation details

	2.2 Scanning Tunnelling Microscopy
	2.2.1 Operating principle
	2.2.2 Quantum tunnelling
	2.2.3 Bardeen Transfer Hamiltonian theory
	2.2.4 Tersoff-Hamann model
	2.2.5 WKB approach to tunnelling
	2.2.6 State-of-the-art STM imaging
	2.2.7 Atomic-scale manipulation
	Lateral manipulation
	Vertical manipulation


	2.3 Scanning Tunnelling Spectroscopy
	2.3.1 Elastic tunnelling differential conductance spectroscopy
	2.3.2 Inelastic tunnelling differential conductance spectroscopy
	2.3.3 dI/dV STS acquisition modes
	Numerical dI/dV
	Lock-in technique

	2.3.4 dI/dV STS maps
	dI/dV STS grids
	Constant-current/constant-height dI/dV STS mapping
	Multipass dI/dV STS mapping
	Grids vs. maps

	2.3.5 Fourier-transform STS
	2.3.6 State-of-the-art dI/dV STS

	2.4 Non-contact Atomic Force Microscopy
	2.4.1 Operating principle
	Forces at the nanoscale
	Frequency-modulated nc-AFM and frequency shift

	2.4.2 Force spectroscopy
	2.4.3 Nc-AFM imaging
	2.4.4 Kelvin probe force microscopy
	2.4.5 State-of-the-art nc-AFM

	2.5 Details of Experimental Set-up
	2.5.1 Overview of low-temperature scanning probe microscopy set-up
	2.5.2 STM head and cryostat
	2.5.3 STM and nc-AFM tips
	2.5.4 STM and nc-AFM calibration
	2.5.5 Sample preparation tools


	Chapter 3  Electric Field Control of Molecular Charge State in DCA/Ag(111) Nanoarray
	3.1 Overview
	3.2 Structural Characterisation of DCA Monolayer on Ag(111)
	3.2.1 STM and nc-AFM structural characterisation
	3.2.2 DFT-calculated adsorption height

	3.3 STS Characterisation of DCA Monolayer on Ag(111)
	3.4 Electric-field-induced Ag(111)-to-DCA Electron Transfer
	3.5 z-dependent STS Measurements and DBTJ Model
	3.6 Molecular Screening Environment
	3.7 Dielectric constant for DCA monolayer on Ag(111)
	3.8 Charging Hindrance: Lateral Coulomb Repulsion
	3.9 Formation of DCA Dimers at Low Substrate Temperature
	3.10 KPFM Measurements on DCA monolayer on Ag(111)
	3.11 Summary

	Chapter 4  Dispersion of DCA/Ag(111) Interface State
	4.1 Overview
	4.2 Formation of 2DEG at DCA/Ag(111) Interface
	4.3 Energy Dispersion of Interface State Measured via FT-STS
	4.4 Molecular Potential Landscape at DCA/Ag(111) Interface
	4.5 Summary

	Chapter 5  Strongly Correlated Electrons in 2D DCA3Cu2 Kagome Metal-Organic Framework on Ag(111)
	5.1 Overview
	5.2 Structural Characterisation of DCA3Cu2 Kagome on Ag(111)
	5.2.1 STM and nc-AFM overview of DCA3Cu2 kagome on Ag(111)
	5.2.2 Structural disorder in DCA3Cu2/Ag(111)
	5.2.3 Origin of Cu contrast in STM and nc-AFM imaging of DCA3Cu2/Ag(111)

	5.3 STS Characterisation of DCA3Cu2 Kagome on Ag(111)
	5.4 Nature of ZBP and Near-Fermi Features in dI/dV STS Data
	5.4.1 Temperature-dependent dI/dV data and fitting overview
	5.4.2 Temperature dependence for ZBPs in dI/dV STS data
	5.4.3 Temperature dependence for satellite peaks in dI/dV STS data
	5.4.4 DCA vibrational modes

	5.5 Origin of Local Magnetic Moments within DCA3Cu2/Ag(111)
	5.5.1 DFT+U calculations for DCA3Cu2/Ag(111) kagome MOF
	5.5.2 Mean-field Hubbard model calculations for the DCA3Cu2 kagome MOF

	5.6 Estimation of Interaction Energies for DCA3Cu2/Ag(111) MOF
	5.6.1 Kondo exchange interaction energy
	5.6.2 Interspin exchange interaction energy

	5.7 Summary

	Chapter 6  Self-Assembled DCA Monolayers on hBN/Cu(111)
	6.1 Overview
	6.2 STM Characterisation of DCA/hBN/Cu(111)
	6.3 STS Characterisation of DCA/hBN/Cu(111)
	6.4 Modulation of DCA LUMO by hBN/Cu(111) Work Function
	6.5 Summary

	Chapter 7  Conclusions and Outlook
	Bibliography
	Appendix A  DCA Monolayers on Ag(111)
	A.1 Theoretical Methods
	A.2 DCA/Ag(111) Domains and Superstructure Periodicity
	A.3 dI/dV STS measurements for molecules M0 to M39 (negative bias range)
	A.4 Topography Contribution to Constant Height dI/dV maps
	A.5 Determination of VLUMO and tip-sample distance

	Appendix B  DCA/Ag(111) Interface State Dispersion
	B.1 Interface State Dispersion Along High-Symmetry Directions
	B.2 RMSE Calculations for Evaluating Dispersion Fits
	B.3 Band Structure Calculation

	Appendix C  DCA3Cu2 Kagome MOF on Ag(111)
	C.1 Theoretical Methods
	C.1.1 Electron plane wave expansion (EPWE) model
	C.1.2 Density functional theory (DFT) calculations
	C.1.3 Mean-field Hubbard (MFH) model
	C.1.4 STM simulations

	C.2 Subtle Satellite Peaks in dI/dV STS Data
	C.3 dI/dV STS Measurements along High-symmetry Lines
	C.4 Near-Fermi dI/dV Maps
	C.5 Tip-sample Distance-dependent dI/dV STS Measurements
	C.6 Thermal Smearing in Temperature-dependent dI/dV STS Data
	C.7 Spatial-dependent dI/dV STS Data
	C.8 Band Structure Calculations
	C.9 MOF-substrate Charge Transfer
	C.10 Magnetic Moment and Spin Density Calculations
	C.10.1 DFT+U local magnetic moment calculation
	C.10.2 DFT and MFH model-calculated magnetic phase diagrams

	C.11 Effect of Structural Disorder in DCA3Cu2/Ag(111)
	C.12 Estimation of Exchange Interaction Energy, Jex

	Appendix D  DCA Monolayers on hBN/Cu(111)
	D.1 Different Moiré Superstructures for DCA/hBN/Cu(111)


