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Abstract: Data storage via multimedia technology is more preferred as the information in multimedia contain rich meanings 

and are concise when compared to the traditional textual information. However, efficient information retrieval is a crucial 

factor in such storage. This paper presents a cognitive classification based visual saliency guided model for the efficient 

retrieval of information from multimedia data storage. The Itti visual saliency model is described here for generation of an 

overall saliency map with the integration of color saliency, intensity and direction maps.  Multi-feature fusion paradigms are 

used for providing clear description of the image pattern. The definition is based on two stages namely complexity based on 

cognitive load and classification of complexity at a cognitive level. The image retrieval system is finalized by integrating a 

group sparse logistic regression model. In complex scenarios, the baselines are overcome by the proposed system when tested 

on multiple databased as compared to other state-of-the-art models.  
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1.  Introduction  

There is a massive increase in the amount of multimedia information with the rapid advancements in 

the internet technology and increasing popularity of digital and multimedia devices for information 

collection and storage [1]. Service activities and public information exchange makes use of the massive 

multimedia content in the form of video and images every day. Multimedia information is more user 

friendly and contain rich and concise information when compared to the traditional text data [2]. Hence 

people are more attracted towards the usage of multimedia information. There is a continuous and 

explosive growth in the image databases as the multimedia technology is also cheaper, more convenient 

and faster with new image processing and digital technologies [3]. These technologies have penetrated 

vastly into the lives of people due to their great convenience and vast library of digital information 
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which is easy to explore. An urgent problem in this scenario is the accuracy and speed of retrieval of 

images [4].  

Since the early 1970s, three significant stages are crossed by the image retrieval models according to 

the literature review [5]. The images in the image library are appended with text description manually 

in the traditional systems where the desired image is then found with a keyword and the keyword 

matching system returns the results from the database. Ease of implementation is the major advantage 

of the text-based information retrieval (TBIR) approach [6]. The major shortcomings of this system 

include (a) the size of the image library and manual workload annotation are proportional to each other, 

(b) the conception of image in the mind of people may differ with the manual annotation on subjective 

basis [7].  

Manual annotation is possible if the size of the image database is small however with the rapid increase 

in the volume of image databases, it is completely impossible to perform manual annotation [8]. With 

the revolutionary growth in the fields of machine learning, database technology and artificial 

intelligence, there is a quick growth in content-based image retrieval (CBIR) technology since the 1990s 

[9]. The traditional text description of images and keyword based matching techniques are replaced by 

the automatic extraction of visual features and characteristics of the images based on the similarity 

between measurements. The color features, texture features, space features and shape feature of the 

image are to be precisely extracted for accurate implementation of the CBIR system [10].  

The solution to overcome the semantic gap can be classified into three major categories namely (a) 

Improving the accuracy of image description by improving the image annotation accuracy, (b) 

extraction of the most effective feature of the image for description of the image, and (c) enhancement 

of the overall performance by inclusion of relevant feedback to the image. A novel relevant feedback 

model is constructed based on the integration of the complexity level of the image and visual saliency 

[11]. The preliminary query result is returned by the system on entering the query request. The result is 

marked by the user with features like setting of irrelevant or relevant mark. Based on the signature of 

the user, the system learns the information and then the features of the image are modified and the result 

is returned. These procedures are repeated until the desired results are obtained. The weight adjustment 

technique and query vector modification are the categories of classification of the related feedback. The 

eigenvector weight adjustment, and modification as well as reflection of query request of the user is 

made possible with the query vector using these techniques [12].  

The major factor involved in implementation of this approach is tagging of images which can be 

performed using two significant procedures namely machine tagging and artificial tagging. Better 

description of the image content and high accuracy are the advantages of artificial tagging and manual 

annotation [13]. However, the process is laborious and time consuming. Selection of labels and 

keywords is a cumbersome process. This process does not undergo any corrections, resulting in 

occurrence of wrong marks due to human errors. Tagging the images with machine learning algorithms 

for semantic labelling using computers is made possible using machine automatic labelling and machine 
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tagging techniques. Thorough analysis of the image is performed in the fundamental image and the 

vision characteristic vector is generated and extracted.  The analysis of the characteristic image is 

performed using machine learning techniques and parameterization evaluation technique. Finally, the 

new image is tagged with the trained model [14].  

2. Prerequisites 

2.1 Saliency Detection 

Visual attention is driven basically by two common techniques namely top-down and bottom-up. An 

image attracts the attention of people and emerges automatically if the surrounding area of the image 

has sufficient contrast in the visual scene area with bottom-up visual attention driven by the image data. 

This feature is termed as prominence. Current visual goals, expectations and brain knowledge are some 

of the high-level cognitive factors that drive the visual attention in top-down mode. The general saliency 

map generation and visual attention model is presented in Figure 1. The visual prominence is a 

phenomenon where the attention of the viewer is automatically attracted by certain features in the 

image. Further, more attention is required to focus on other objects or locations in the visual scene. The 

final gaze is a parallel combination of both these mechanisms. 

 

Figure 1: Framework for detection of visual saliency 

Here, the Itti model is introduced in which the color and intensity saliency map as well as the direction 

is integrated for generation of an overall saliency map. The lowest base image is produced by the 

convolution input image using the Gabor kernel by the Gabor pyramid. The Gabor kernel is used for 

convolution of the ith image to the layer of Gaussian pyramid. The kernel is chosen from  

{0,45,90,135} that are the four major directions which emphasizes the directionality of the Gabor core. 

A direction Gabor pyramid can be produced by processing an image of high intensity by the directions 

of the Gabor kernel. Four Gabor pyramids are obtained by using the Gabor nucleus’s four nucleus. 

Equation 1 represents the feature maps. 
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O(k,s,)=|O(k,)O(s,)| ------ (1) 

The map direction is obtained by the Gabor pyramid image represented by O(k,s,) based on the 

operation. A 24 directions feature map can be obtained by the four directions of the pyramid.  

3. Image Retrieval Model  

The images are matched under some geometric constraints by considering the invariant gray point 

differences and retrieving the image on the basis of the point of interest. The retrieval effect is 

determined by the point of interest using the key attribute of shape feature. The deviation is located by 

a large point that exists on the point of detection due to the diverse interests that makes it challenging 

for accurate characterization and completion of the image characteristics and shape. This reduces the 

efficiency of the image retrieval algorithm. It is not ideal to use the salient point of the image by image 

retrieval algorithm and hence other means of image representation is essential than with the significant 

point. The accurate representation of the image shape is challenging and the image contains the special 

point which is also the significant point.  

The shape of the image is characterized in the traditional techniques by means of the significant point. 

For retrieval of images, the shape representation is prominently irregular. For the purpose of image 

retrieval, application of significant points that are reproducible and require detection are applied. This 

feature enables repeated detection of the image under varied conditions like change in visual angle or 

brightness in the same position. Accurate location of the significant points is challenging due to their 

sensitivity to noise and illumination. The edge of the object is focused mainly for the significant points.  

Along with the local information of the image, the image of the image as well as the global information 

that assists in image retrieval. 

4. Results and Discussion 

Experimental verification is conducted using the Corel image library which is discussed in this section. 

From the Corel image library, thousand images are downloaded and an image database is created. The 

size of the images is either 256×384 or 384×256. The images are further categorized into 10 classes of 

100 images each. The possibility of retrieval of images can be increased by means of the salient region 

by generating the natural image saliency map. A testing database with some sample images is used for 

this purpose. Based on this analysis, it is found that the proposed method offers satisfactory results in 

terms of accuracy of image retrieval. Figure 2 and Figure 3 presents the performance precision in terms 

of average normal and the recall performance respectively. The experimental results are constructed by 

obtaining the average values from a set of 50 test images for each model. Testing of various methods 

in terms of precision averages at standard recall is performed. Comparison of the proposed model with 
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traditional and other state-of-the-art models is performed. Figure 4 provides the different levels of 

complexity of images and the corresponding levels of precision averages at standard recall. 

 

Figure 2: Average normal precision performance 

 

Figure 3: Average normal recall performance 
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The average precision values are compared for various methods for images of similar or varied levels 

of complexity for the purpose of quantitative analysis. Varied techniques with varied levels of image 

dimensions are used for analyzing the average precision values for considering the image dimensions. 

Based on these results, it is observed that, on comparison of the proposed algorithm with other existing 

systems, improved performance is obtained. Accuracy of results is also high on implementation of the 

proposed algorithm based on the analysis results across various categories of images. The performance 

of average normal recall and normal precision has reached 0.06 and 85% respectively. The proposed 

offers an average precision value of 0.8. With varied levels of complexity, the average precision value 

ranges at [0.60, 0.80] and under varied levels of image dimensions, the average value of precision range 

at [0.67, 0.81]. 

 

Figure 4: Precision averages at standard recall levels for different levels of image complexity 

5. Conclusion  

This paper presents a novel image retrieval model using visual saliency guided complex based on 

cognitive classification. The solution to overcome the semantic gap can be classified into three major 

categories namely (a) Improving the accuracy of image description by improving the image annotation 

accuracy, (b) extraction of the most effective feature of the image for description of the image, and (c) 

enhancement of the overall performance by inclusion of relevant feedback to the image. A novel 

relevant feedback model is constructed based on the integration of the complexity level of the image 

and visual saliency. The consistency among the search result and the query image is verified in 

geometric terms by making use of any two-point Euclidean distance in the significant region between 

the matching features. The effectiveness of the presented model is validated by the experimental results. 

Experimental verification of the image is conducted using the Corel image library in the simulation. 
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From the Corel image library, thousand images are downloaded and an image database is created. The 

size of the images is either 256×384 or 384×256. The images are further categorized into 10 classes of 

100 images each. On testing and comparison of the average recall performance and normal precision, 

it is found that there is an increase in the rates of the proposed model. Future work focuses developing 

a robust model that verifies the similarity in the image properties on a multiple database platform.   
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